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IMPORTANT NOTICE

(RE) REGISTRATION OF CCPS5 MEMBERS

CCP3 is to recrganise the mailing list by means of which the
CCES newsletter and documents relating to CCP5 are
distributed. The main purpose <f thig is Lo remove redundant
and erroneous addresses from the list, thereby reducing
costs and improving the reliability of our mailing service.

Also, under the termy of the UK’s DATA FROTECTION ACT 1984,
we are obliged to notify you that your name and address are
hald oo our <omputer and wa reguire your consankt to kaep
this information.

There is no way to do this other than o regquest all
recipients of the newsletter to re-register their namea and
addresses with CCP5. We apologise to all our readers for the
inconvenience of this request, particularly to thoae who
have only recently been added to the list, but the mailing
lise is now over gix vyears old and is inevitably
significantly ocut-of-date,

PLEASE CCMPLETE AND RETURN THE REGISTRATION SLIP
BEFORY DECEMBER 30 1987. TAILURE TO DO SO WILL REBSULT IN THE
REMOVAL OF YOQUR NAME FROM THE CCP5 MAILING LIST.

The completed registration slips should be returned to:

Dr. W. Smith,

T.C.S. Division,

SERC Daregbury Laboratory,
Daresbury,

Warrington WA4 43D,
United Kingdom.
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CCP5 REGISTRATION FORM

Please use block capitals. Thank you for your cocoperation.

NAME @ TITLE:

ADDRESS:

JANET/EARN/ARFANET/BITNET ADDRESS:







Lditorial - -

Time moves quickly in the life of a project such ag CCP5. [t is not
too soon to be thinking about the case that must be prepared for a
fresh renewal proposal. No doubt many of the participants in the activ-
ities of CCP5 have sound ideas about the directions the Project should
take over the next few years. Their opinions will be welcomed by the
CCP5 Steering Committee . One area in which CCP5 might make some
firm commitments is in the development of the industrial applications of
simulation. There can be few simulators that have not vealised the suit-
ability of simulation methods for industrial research. The pharmeceutical
applications of large molecule simulations, the simulation of rheological
properties of lubricants, heterogeneous catalysts, the physical properties
of polymers, electrolytic processes and even simulations of quantum de-
vices, all fall within the ’brief’ of CCP35. No doubt every reader could
add substantially to the list.

It is true, of course, that CCP5 has already shown a commitment
in this area, as is shown by the forthcoming CCP5 conference on this
subject in January 1988. However, this could be regarded as merely
a begining. At present there is no official overlap between CCP5 and
industry; no structured mechanism for initiating collaboration between
the universities and scientific industries. CCP5 is presently in a good
position to take on such activities. It could provide a forum for discus-
sion of common interests; a kind of 'club’ where academics could meet
industrial collegues and advocate the techniques of simulation for spe-
cific industrial problems and where academic research could be married
to appropriate industrial sponsorship. As an example of this; could not
CCP35 organise regular workshops on (say)} simulations of the rheologi-
cal properties of powders, or polymeric liquids, or on the simulation of
ceramics - to inform industrialists of the power of simulation methods
and offer them as realistic tools of industrial research. Equally, could
not industrialists come along to such workshops with specific problems
in mind to discuss appropriate solutions? The possibilities are worth
thinking about!

Contributors to the current issue.
Qur thanks go to:

C.R.A. Catlow Department of Chemistry,
R.A. Jackson University of Keele,
Keele, Staffs STH 5BG.

J.H.R. Clarke Department of Chemistry,
U.M.I1S.T., Sackville S¢.,
Manchester MB0 1QD.

K.E. Gubbins School of Chermical Engineering,
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. General News,

1) CCP5 is organising a number of interesting events for the next few
months. Of immediate interest are the sponsored visits to the U.K. by
Professor M. Parrinello and Professor H.J.C. Berendsen, both of whom
- will visit Cainbridge, Oxford and Daresbury to give seminars and to dis-
~cuss aspects of their work in workshops. The details pertaining to these
visits, as they are currently known, are given in announcements ab the
~end of this section of the newsletter.. Readers should contact the local
organisers mentioned for more up-to-date information. It is hoped that
~ag many people as possible will take advantage of these visits by our
illustrious colleagues. :

2) The CCPS conference on ”The Industrial Applications of Computer
Simulation” is going ahead as scheduled in January. Readers will find
detalls of this meeting in the appropriate pages after this section. The
meeting is something of a departure from previous CCP5 meetings and
it is hoped that CCP5 members and visiting industrial scientists will
find the meeting stimulating.. . .. - -

3) CCP5 is to organise a meeting on the subject of bio-organic applica-
tions of computer simulation, which provisionally, is scheduled for Easter
(1988, More details of this will be revealed as the organisation develops.

4) The Institute of Physics is organising a conference on ”High Tem-
perature Supérconductivity” at Bristol in December (14th.-15th.) 1987,

Tor those members of CCP5 who are interested in this conference we
enclose a copy of the programme.

5) The University of Manchester Regional Computer Centre has an-
nounced some changes in the CYBER 205 service.. Firstly, from the
start of'AuguSE,_ the allocation of 205 resources came under peer review,
under the national scheme coi.rering_ all major computing centres. Thus
changes have been made to job classes, disc configuration (a new 819
disc is available for scratch space) and resource control. Similarly MVS
filestore allocations have been changed. Users should be sure of the im-
pact of these changes. Secondly, a new release of the FTNZ00 compiler
(L67T8A) offers some enhancements {and bug fixes) over the previous
version, This will require recompiling of existing binary datasets when
released. The task name FORTRAN, which called the older compiler
was withdrawn at the start of August. Users of the 205 may also be
interested in the availability of a manual {NAT 634) entitled ’Vector
Programming on the CYBER 205’ and an associated algorithms library;
ACVLIB.

 Users automatically registered to use the VM/CMS service when it
began, but have not actually used the service, are (o have their IDs
deleted to reduce overheads. Reregistration is required. This is thought



preferable to carrying several thousand unused IDs. Equally sensible is
the final removal of the 1000 unused [CL tapes hanging on from the old
ICI, 1900 days, none of which has been accessed for six months!

6) The University of London Compiting Céritre hiave introdiiced a naw
version of PHORENIX, with the name PHOENIX 3. This version has
improved facilities and 1s said to be easier to use. Users wishing to try
out this new version should consult the July and August/September is-
- sues of the ULCC Newsletter. From 27th July, the new allocation year
began, with the Peer Review scheme in place.” This will affect everyone,
not, just Cray users. Version 5 of the MVS3 compiler has been released
and new MVS JCL procedures are available. MVS users should note
that ULCC intend to tighten up dataset security by setting the ACF2
default to NOREAD. This means that datasets cannot be read by other
users witliout explicit permission by the cwner, -

- An upgrade of the COS operating system to level 1.15 in october will
require users to recompile their programs. The CFT compiler will de-
mand a stricter FORTRAN, so users shiould familiarise themselves with
it before the upgrade, using NEWPROD in the Cray JCL,

7} The Rutherford and Appleton Computer Centre have floated the sug-
gestion that the MVS balch servide could be phased out and all the
batch work done by @ SLAC batch service. (A move already adopted by
CERN.) They are canvassing users for their opinions on this suggestion,
Also, 11 the interests of good house-keeping, they are proposing to scrap
over 5000 tapes associated with defunct projects unless the owners ask
for them to be allocated to an ersting acount. They say this threat is
deadly serious! They also intent to phase out the IBM’s demountable
3330 disks before the end of the year. If you have data on such a disk,
you should move it soon, with the help of program advisory. RAL re-
‘ports that a meeting was held at London recently to discuss the fundinig
of the European Academic Network (EARN). IBM’s financial support of
this ends at the close of 1987, A sumof £71,000 is needed by the U.K.
to maintain the service. A detailed proposal is being prepared by RAL.

8} CCP5 participants are teminded that CCP5 has an annual allocation
of Cray time at each of the centres: London (Cray Is) and Rutherford
(Cray XMP-48), which is available for the development &f simulation
programs prior bo a grant allocation. At present CCPS3 is allocated 15
hours a year at London and $ hours quarterly at Ruthérford. Read-
ers who wish to use some of this allocation should write to the CCP5
Secretary, Dr. M. Leslie, TCS Division, SERC Daresbury Laboratory,
Daresbury, Watrington WA4 4AD. '

9) We wish to correct a statement regardiig funding of scientists at-
tending CECAM meetings made in the last issue of the newsletter. The
procedure for U K. scientists is now the same as for other European



_sclentists; that is they will receive their expenses in Paris and not via
. Daresbury_as stated, (The procedure was changed earlier this year.)
Funding for travel may be available from the appropriate SERC office in
Swindon, but it is generally expected that the University of the visiting
~ scientist will meet this cost. . .

10) Once again we carry an announcement of the re-registration required
by al{ CCP5 members. The response so far has been good, but it is clear
that many readers have neglected to reply. It cannot be emphasised too
strongly that feilure Lo respond will result tn deletion of your name from
our mailing list. Please take this notice sertously. We would, of course,
be glad to include newcomers to our list if they have heard or read of
the newsletter elsewhere. Theve is no charge. Readers who have already
responded to the first request need not do so again.

11) [t has been suggested to CCP5 that a database be set up to store
useful simulation potentials. Such a database would be available to all
CCPS participants and include, besides all relevant parameters, such
information as published references and known limitations of the poten-
tials concerned. Other requirements may also be dernanded for the final
version. We would be pleased to hear readers reactions to this proposal.
It is likely to be a difficult exercise to follow through (at least initially),
so we would like te have readers ideas before beginning. We also need
to gauge the interest in the proposal,

12) The CCP5 Program Library.

We are please to report the addition of another program to the li-
brary. The program concerned goes by the name MDSGWP, (which
is an acronym for Molecular Dynamics of Spherical Gaussian Wavepack-
ets). The program was donated to the CCP5 Program Library by W.
Smith and K. Singer, who jointly wrote it. [ts purpose is to simulate
monatomic solids, liquids and gases using the semi-classical gaussian
wavepacket method. The method has been found to be moderately suc-
cessful in simulations of neon and argon {Ref. K. Singer and W. Smith,
Molec, Phys. (1986) 57 761.)

Pocuments and programs are available free of charge to academic
centres upon application to Dr. W, Smith, TCS Division, S.E.R.C.
Daresbury Laboratory, Daresbury, Warrington WA4 4AD, U.K. Dares-
bury Laboratory. Listings of programs are available if required but it is
recommended that magnetic tapes (to be supplied by the applicant) be
used. [t may also be possible to transfer a small number of programs over
the JANET network to other computer centres in the U.K., Please note
that use of inappropriate packing for magnetic tapes {e.g. padded bags}
may result in them being considered unusable by Daresbury Comput-
ing Division and returned without the required software. Please ensure
that these forms of packaging are not used. A list of programs available
15 presented in the following pages. We should also like to remind our



* readers that we would welcome contributions o the Program Library.
The Library exists to provide support for the research efforts of everyone
active in computer simulation and: to this end we are always pleased to
. extend the range of software available. If any of cur readers have any
programs they would like to make available, please waould they contact
Dr. Smith,



THE CCP5 PROGRAM LIBRARY. .= - =

ADMIXT  [MD,LJA/MIX,LF, TH+MSD+RDF]

CARLOS  [MC,VS+Aquo,TH]
CARLAN [DA,CARLOS structure analysis)
CASCADE {LS,DIL,EM, TH+STR]

CURDEN [DA,C;‘u.rr.e.r.lt. Dé'nsi.by Correlations]
DENCOR [DA,Density Correlations}

HELJL {(MD,LJA,LF, TH+MSD+RDF}

HLJ2 IMD,LJA,LF, TH+MSD+RDF +VACF]
HLJ3 [MD,LJA,LF/LC, TH+MSD+RDT]
HLJ4 ~ [MD,LJALF/CP+CT, TH+MSD-+RDF]
HLJ5. . [MD,LJA/SF,LF,TH+MSD+RDF|
HLJ6.  [MD,LJA,TA, TH+MSD-+RDF|

HMDIAT  [MD,LJD,G5+Q4, TH+MSD+QC!
HSTOCH [MD/SD,VS+BA,LF-+CA,TH]

MCLSU

(MC,LJA,TH]

MC,LJA,TH]. .
MCRPM  [MC,RPE,TH-+RDT |
MDATOM [MD,LJA,G5,TH+RDF-+~MSD+QC]
MDATOM [MD,LJA,LF, TH+MSD-+RDF
MDDIAT [MD,LJD,LF+CA, TH--MSD]
MDDIATQ MD,LID+PQ,LE+CA, TH+MSD|
MDIONS  {MD,BHM,LF TH+MSD+RDF+STF)

MDLIN  [MD,LJL,G5+Q4 TH+MSD+QC]
MDLING  (MD,LIL+PQ,G5+Q4, TH+MSD+QC]
MDMANY [MD,LJS+FC,LF+QF,TH]

MDMIXT (MD,LIS/MIX,LE+QF, TH]
MDMPOL [MD,LIS-+FC/MIX,LF+QF,TH]

MDPOLY [MD,LJS,G54Q4, TH+MSD+QC]
MDMULP {MD,LJS-+PD+PQ/MIX LF+QF,TH]

MDSGWE_" [MD,LJA/SGWP,LF, TH+VACF-+RDF +QC]

MDTETRA[MD,LIT,G5+Q4, TH+MSD+QC]

MDZOID  MD,GAU,LF+QF, TH+MSD-+RDF+VACF|

SCN MC,LIA,RFD,TH) |
SURF [MD,BEM/TF/2D,LF, TH+RDF
SYMLAT [LS,PIL,EM+SYM,TH+STR]
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THBFIT [LS,PIL,EM,Potential fitting] -~ -~ . - Harwell
THBPHON [LS,PIL/3B,EM,Phonon dispersion; Harwell

THBREL [LS,PIL,EM,TH+STR]

Pragram types: MD
LS
- 3D

D.‘q‘

System models: LJA

LID

LIS
RPE
BHM

Harwell

Moliecular dynamics

“Monte Carlo -

Lattice simulations
Stochastic dynamics -

- Data analysis =~ -

Lennard-Jones atoms

Lennard-Jones diatomic molecules
Lerinard-Joneés linear molecules -
Lennard-Jones tetrahedral molecules

" Lennard-Jones site molecules: -

Réstricted primitive electrolyte -

- Born-Huggins-Meéyer jonics

SGWP

TE
¥S
BA
PD

PQ :

Spherical gaussian wavepackets
Tosi-Fumi ionics o
Variable site-site model

Bond angle model

Point dipele model

" Poink quadrupole mo.clel

MIX
GAU

PIL®

DIL

2D
SF

FC

Algorithm: a5

Q4
LF -

oF

CP

CA
EM

RIFD

SYM

10

Mixtures of molecules
Gaussian molecule model -~
Fractional charge modet ™ -

‘Perfect ionic lattice model

Defective ionic lattice model
3-body force model

Two dimensional simulation
Shifted force potential
Fractional charge model

Gear 5th order predictor- corrector

Quaternion plus 4th. order Gear P-C,
Leapfrog (Verlet) '
Quaternion plus Fiticham algorithm
Link-cells MD algorithm

Constant pressure _

Constant temperature =~

- Toxvaerd MD algorithm R

Corstraint’ algorithm

Energy minirnisation’ B
Symmetry adapted algorithm
Rossky-Friedman-Doll algorithm



Praoperties:

TH

MSD
RDF.
STF

CYACF

QC
STR ..

Thermodynamic properties.
Mean-square-displacerment - ¢
Radial distribution function =
Strueture factor

Velocity autacorrelation function
Quantum corrections

~Lattice stresses.



SITUATIONS VACANT

1)DARESBURY LABORATORY, RESEARCH ASSOCIATESHIPS
[N COMPUTATIONAL SCIENCE -

Quantum Chemistry, Molecular Dynamics and Interfacial Science

A major collaboration is starting between Daresbury Laboratory and
Imperial Chemical Industries ple to investigate the impact of novel com-
puter architectures and new developments in computational physics and
chemistry on problems of scientific and technological interest. We need
three scientists to support this collaboration in the study of large molecules
using quantum chemical methods, the dynamics of macromolecules, and
surface processes and interface physics.

The collaboration with 1CI will involve the use of a new FPS T-20
parallel processing computer. Other computing [acilities include two
FP3-164 attached processors. There will be strong links with the new
Advanced Research Computing Group at Daresbury, and scientists from
a number of ICI sites,

The successful candidates will be employed at Daresbury.

Applicants should have a Ph.D., probably in Chemistry of Physics,
or expect to obtain one hefore taking up the appointments. The ap-
pointments will be for a maximum period of three years in the grade
ol Junior ar Senior Research Associate (depending on age and experi-
ence) on a salary scale from £9,321 to £12,488 per annum. There is a
non-contributory superannuation scheme. In addition the Research As-
sociate will be expected to act as consultant for ICIE, and will be eligable
for consultancy fees of up to £1000 during the first and second years of
appomntment, and £2000 during the third year.

Closing date: 1st. October 1987 (or as soon as possible after).

Further information may be obtained from: Dr. J.E. Inglesfield, (Tel.
(0925} 603121) or Dr. M.F. Guest (Tel. {0925) 603247). Application
forms are obtainable from: The Personnel Officer, Daresbury Labora-
tory, Science and Engineering Research Council, Warrington, Cheshire
WA4 4AD, (Ref DL/20). (Tel. [0925] 603467).

2)UNIVERSITY OF LONDON, BIRKBECK COLLEGE

A vacancy exists for a postdoctoral research assistant to work on com-
puter simulabion of water and specific ionic solutions under elevated
conditions of temperature and pressure. This work is part of a recent
contract awarded by CEGB, and is ultimately aimed at helping to un-
derstand corrosion problems in power station coolants. Calculations will
be made in a regime where the fluid begins to become compressible, and
raises interesting and not straightforward problems for computer simu-
lation.

12



Applications are therefore invited [tort experienced computer simu-
lators for this post. Salary will be on the Research Assistant 1A scale,
and 16 is hoped that a salary significantly above the minimum will be
available for a suitable candidate., The appeintment will be for three
. years. Further details can be obtained from Prof. John Finney, Depart-

ment of Crystallography, Birkbeck College, Malet Street, London WCIE
THX (Tel. [01) 631-6138). | | | R

)U\ IVERSITY OF \/IANCHLSTER THEORETICAL CHL'\JI—
ISTRY GROUP - T _ .
A postdoctoral research assistantship is available [rom tst October 1987
for twa years, for a chemist or physicist to work with Dr. A.J. Masterson
molecular theories and computer simulation of nematic liquid crystals.
It is funded by the SERC. . : : :

Applicants should preferably have experience of computer a1muia~
tion of fuids. Salary on the LA Range for Research and Analogous
Staff (£9305-£11,015). Scientific enquiries and applications to Dr. A.J.
Masters, {Tel. [061] 273-7121), Department of Chemistry, University of
Manchester, Manchegter M13 9PL. L

4)COMPUTER SIMULATION OF SORPTION IN ALUMINOSIL-
ICATE CATALYSTS

Applications are invited for a two year Postdoctoral Research Assistant
at the University of Bath in collaboration with Prof. C.R.A. Catlow,
University of Keele, fram January (988,

The project, supported by the S.E.R.C. Interfaces and Catalysis ini-
tiative, will use static and dynamic simulation methods on the Ruther-
ford and London CRAY supercomputers to study both the stabilities of
alumino-silicate catalysts and the properties of sorbed molecules in these
materials. Special emphasis will be given to the transport properties of
sorbed molecules at temperatures used in real catalyst applications. The
work on stability will guide understanding of the synthesis of porous alu-
minosilicates, while the studies of sorption aim to advance our knowledge
of the mode of operation of catalysts.

For further information contact: Dr. S.C. Parker, Department of
Chemistry, University of Bath, Claverton Down, BATH BA2 7TAY. (Tel.
0225 826505).

13



5) U.M.LS.T: MANCHESTER. POS I‘-DOCTORAL
RESEARCH ON DENSE POLYMERS o

Applications are invited for a Post-doctoral Research Assistant to work
on molecular dynamics computer simulation studies of the glass transi-
tion in simple dense polymers. B : :

The position is available for two years at a sta.rl;mg salary of up to
£10,440 p.a. plus benefits, dependent on qualifications and experience.
The work is directly sponsored by ICI ple. who are likely to have a
future direct interest in dynamical modelling of such systems.

Excellent computing facilities are available and you will be joining
a lively research group of five people all concerned with applications of
molecular dynamics. An example of our recent work on polymers can
be found in J. Chem. Phys. 1986, 84, 28358. -

. Applications enclosing a curriculum vitae should be sent ag soon as

- possible to: .

De. J.H. R Clarke Chcrmstrv Department U ML S T MANCHESTER
M80 LQD. . : .



FORTHCOMING CCP5 EVENTS. -
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CCP5 ANNUAL CONFERENCE 1988
INDUSTRIAL APPLICATIONS OF COVIPUTF‘R SIMULATIONS
BIRKBECK COLLEGE 6-8TH JANUARY 1988

Molecular slmulatlon methodq are lnc1easmgly being ubcd as and aid
in understanding and predicting the behaviour of real substances. It is
appropriate therefore to bring together both industrial and academic ex-
perts to consider what progress has been made and how best to further
exploit these new tools. The conference will be concerned with the ap-
plication of molecular simulation methods {molecular dynamics, Monte
Carlo etc.) to problems of industrial {and academic) interest. In addi-
tion to providing a forum for discussion, the meeting will be a showcase
for simulation methods and an opportunity for the academic simulation
community to interact with industrial researchers and sponsors.

The conference will be held at Birkbeck College, London from
6th to 8th January 1988, Accomodation will be in the Hughes-Parry
Hall. The subject matter of the conference will be in the general area
of molecular simulation but particular attention will be given to appli-
cations in:

» Prediction of bulk phase behaviour (e.g. phase equilibria, rheolog-
ical properties)

o Macromolecules (e.g. polymers and related molecules)

o Porous media (phase behaviour in pores, diffusion in pores, frac-
tals)

o Solid state chemistry
e Materials science
o Pharmaceuticals (molecular modelling).

The proceedings will be published in the journal ” Molecular Simulation”.
Among the speakers who have agreed to take part in the conference
are:

e I. Bendler {General Electric Research),

o C.R.A. Catlow (Keele and Daresbury},

A. Cheetham {Oxford),
M. Gillan {Harwell),

o K. Gubbins (Cornell),

W.C. Mackrodt (Imperial Chemical Industries),



e N. Quirke (British Pet‘r'ol'eum),_* IR
» L. Woodcock (Bradford), |
o D. White (Glasgow). S
F.url:her contributio.ris in'thé I'gen‘erai zii;é'e.j..'df' iﬁ&ﬁstriai applications of
molecular simulation {but especially in the above outlined areas) will

be welcome. Potential contributors and applicants should complete the
registration form overleaf, . - :



INDUSTRIAL APPLICATIONS OF COMPUTER SIMULATIONS
6-8 JANUARY 1888

REGISTRATION FORM

Canference Fee: Standard S g5
Academic (employees of £10
Univeérsities) T '
Student (supervisors letter™ * None ...

of siupport required)

- Accommiodation: - Bed and Breakfast at Hughes: = £28 ...
Parry Hall for nights of 6th, -~ ' '

and Tth. January. e

Clonference Dinner L2 e,

TOTAL PAYMENT SR

(Cheque payable to SERC CCPS)

Contributed Papers:

I de / do not wish to contribute an oral / poster papec entitled -

[ do / do not wish to contribute a paper to the proceedings.”

I enclose an abstract of my paper -

NAME oo, R
ADDRESS oot i SO s :

....................................................................................
...................................................................................
...................................................................................
...................................................................................

The deadline for abstracts is November fst 1987. Please submit your
abstract on A4 paper with a 4 cm. right-hand margin,

Please return with payment to Professor C.R A. Catlow, Department
of Chemistry, University of Keele, Keele, Staffordshire, 3T5 3BG.

See overleaf for information on the conference proceedings.



- Conference Proceedings -

The Proceedings will be published as a special double issue of Molec-
ular Simulation. A personal copy of the proceedings can be obtained for
only $ 40 (please check current sterling equivalent} by entering a per-
sonal subscription below.

Ordering Information

All orders from individuals must be prepaid. The publisher will pay
postage and handling charges. New subscriptions will begin with the
current volume. Service begins when the subscription is paid in full.
Mailing of journal issues is made world-wide through accelerated surface
post. The dollar price applies in North America only; all other countries
will be invoiced at current conversion rates. '

PAYMENT METHOD: o Cheqie ~ ~ ( Money order
0] Visa O Access/Master card [0 American Express
Account no. Expiry date
Affiliated bank o -

Signature

Name

Alfiliation

Address

City/State = . ..

Country/Postal code L

O Please bill my institution, P. O. no.

(We cannot bill your institution without a P. O. no.). .
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VISIT OF PR'OFESSOR M. PARRINELLO; 2-6 NIOVEMBER 1987
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Professor. Michele Parrinello is: internationally recoguised for his orig-
inal contributions to the science of computer sirnulation. Among his
works are some notable achievemerits: the Parrinello-Rahman constant
pressure MD method for simulating phase transitions in solids; the Car-
Parrinello unification of MD and density functional theory to calculate
solid state electronic structures dand the use of path integral and other
methods for simulating quantum systems. We are extremely pleased
that he has consented to visit the U.K. under the auspices of CCP5. He
will visit three U.I{. establishments; Darésbury, Cambridge and Oxford.
The details are given below. For general mforma.tlon regardmg hIS visib
please contact:

. ..Dr. W, Smith, -
oo T C S. Division;- R
. SERC Daresbury Laboratory,
- . Datesbury, -
D WARRI\IGTO'\I Wﬁ\«l 4AD

| (0925) 603257

or WI. @ UK. AC.DL.DLGM

The local arrangements.(cﬁrréntlf known) are as follows.

Monday 2 November DARESBURY LABORATORY,

Professor Parrinello will visit the Theory and Computational Science
Division. He will present a seminar on Monday afterncon at 2 pm, on
the subject of the Car-Parrinellec method. This will be followed an ex-
tended discussion on the simulation of the solid state including classical
and guantum methods. Anyone wishing to attend or present material
should contact Dr. W. Smith at the above address.

Wednesday 4 November CAMBRIDGE UNIVERSITY
Professor Parrinello will visit the Cavendish Laboratory on the morning

of Wednesday 4th. for disussions with the solid state group. In the af-
ternoon he will visit the Department of Physical Chemistry and give a

19



- seminar at 2.15 pm, on the subject of the Car-Parrinello method. This

will be followed by an extended discussion in this subjecl: atea. [nter-
ested readers should contact: S o

Dr. T, Softley
Department of Physical Chemistry. -
- University of Cambridge. .. . -
. . Lensfleld Road. . Lo
CAMBRIDGE CB2- J.EP

(0223) 337733 - - o o
Friday 6 November OXFORD

Professor Parrinello will he at the Physical Chemistry Laboratory, Ox-
ford on the morning of 6th and take part in informal discussions. A
seminar will take place at 2.15 on the I'riday afternoon in the Physical
Chemistry [ecture Theatre on the subject of ” Electrons in Molten Salts
- a Quantum Simulation Study”. This will be followed by a workshop
on quantum simulation, particularly the solution of the time-dependent
Schreedinger equation. Anyone who wishes to attend or present mate-
rial should contact: T

Dr. P.A. Madden _
Physical Chemistry Laboratory =
University of Oxford

South Parks Read

OXFORD OX£3Q2Z

(0865) 275400

20



IE L EREN S F N s F e e R R T e R R R P F 3 R P L PR

VISIT OF PROIFESSOR H. J. C. BERENDSEN, 23-25 NOVEMBER 1087
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As pdrt of the CCP5 Visitor Progi’amme, Professor Herman Berendsen
will undertake a trip to the UK in November. Details of his itinerary
are given below. All are welcome to attend the meetings. For further
details of the visit, contact:

. Dr. Mike Allen,
': ~ H.H Wills Physics Laboratory,
. Royal Port,
 Tyndall Avenue,
~ BRISTOL B58 I'TL.

(0272) 303030 ext 3669
or MPA UK.AC.BRISTOL.PVA.

or get in touch with one of the local contacts'below,_:_ B

“Monday 23 November BIRKBECK COLLEGE, LONDON

Professor Berendsen will visﬂ;It'h'e'.Cry"sﬁé,ilbgfa'ph} '[:)e.pé;r.'t.rﬁ:ent at Birk-
beck College.

At lpm he will give the Crystallography Lab, Seminar, on the sub-
Ject of ” Calculating Free Energies from MD simulations”. The seminar
will be in the Large Physics Lecture Theatre.

In the afternoon, there will be an infermal workshop in the general area
of strnulation of Macromolecules. Anyone wishing to attend or present
material should contact:

Prof. J. L. Finney

Liquids and Disordered Systems Laboratory
Department of Crystallography

Birkbeck College

Malet Street

LONDON WCILE THX

01-631 6138

2L



Tuesday 24 November CAMBRIDGE UNIVERSITY -

Professor Berendsen will visit the Department of Physical Chemistry,
Cambridge. He will give a seminar at 2.15 pm, the title of which is still
to be finalized. Anyone wishing to meet Professor Berendsen at Cam-
bridge should contact: : : o ' '

Dr. I. R. McDonald
Department of Physical Chemistry
University of Cambridge
" Lensfield Road
CAMBRIDGE CB2 IEP

©(0223) 337733
Wednesday 25 November DARESBURY
Professor Berendsen will visit TCS Division, SERC Datesbury Labora-
tory. A discussion on the subject of ” Parallel Processors and Computer
Simulation” will be held, starting at 2pm. This will consist of short pre-

sentations and informal round-table discussions. Anyore who wishes to
attend or present material should contact:

De. W. Smith -

- TCS Diviston = =00 e L
SERC Daresbury Laberatory - @~ ¢
Daresbury
WARRINGTON Wa4 4A0 -

(0925) 603257

or | WL @DLDLGM
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‘Anees Rahma‘n - An' Appreciati'on SR
Jul{an Ciarke

September 22, 1987

Most of you will have heard the sad news that Anees Rahman died
on 6 June 1987 after a brave fight against cancer. He was of a breed
of scientists who give real authority and conviction as well as a sense of
exciberent o a subject. Without his inspiration and example molecular
dynamicg computer simulation would not hold the prominent position
in chemical physics that it does today, _ :

To. those who had the honour to meet hira and hear hun lecture
(and I count myself amongst those) he was an eloquent speaker. with a
marvellous ability to convey the relevance and excitement of research.
Those who worked with him will have their own special memories, His
warm and generous nature ensured a steady flow of coworkers; although
one got the impression that he was never happier than when he was
actually doing the work himself! A one-day memorial symposium was
held recently at Orsay in France and the lectures, which described some
of the major themes of Anees’ scientific activity and the ways in which
he influenced later work, are to be collected together in a booklet which
will be available from C.E.C.A M. This should provide an extensive doc-
umentation of his work.

Broadly there are two views as S £o the role of computer sxmulatlon 0['
condensed phases, standing as it 'does in the important middle ground
between theory and experiment. On the one hand there are those who
emphasise its relation with theory and use simulations cn highly simpli-
fied models as a means to test the predictions of statistical mechanics.
On. the other hand there are those for whom it is primarily a means of
enhancing the interpretation of experimental data on real systems. [ be-
lieve that Anees belonged firmly in the second school and that this was a
direct result of his ewn early involvement at the Argonne National Lab-
otatory with the interpretation of neutron scattering experiments in the
early sixties. His simulation of liquid argon was the frst use of molecu-
lar dynamics with a realistic potential, His interest in the dynamics of
atomic motions in liquids led him to present that classical paper to a
Topical Meeting of the American Nuclear Society in which he described
how the mechanism of self diffusion could be related to liquid structure.

Perhaps Anees will be most widely remembered for his monumen-
tal work in the early seventies with Frank Stillinger on the molecular
dynamics of liquid water. At the time this was a giant step forward.
Previous simulations had been attempted using the Monte Carlo tech-
nique but with only lirnited success and of course they were limited to



the computation of static properties. Aside [rom the problem of de-
veloping a pairwise additive potential that might faithfully reproduce a
wide trange of properties, the technical difficulties of such a molecular
dynamics stmulation had seemed unsurmountable. It required someone
exceptional skill and dedication to make such a project succeed. With a
characteristic thoroughness and attention to detail this series of papers
give us a deep insight into the dynamic and structural properties of this
ubiquitous liquid. For the frst time our understanding was able to rise
above the level of the simplistic models which up to then had been used
to interpret experimnental data. For instance the analysis of pair inter-
action energy. distributions provided a simple but vwzdly clear method
of characterising hydrogen bonding. . - : S
Another example of his work from the early elghtles cmphamses the
innovative and far-reaching contributions that Anees has made to the ap-
plications of molecular dynamics. From his work on crystal nucleation he
recognised the growing interest in predicting the stable crystalline phase
of a system in terms of the detailed particle interactions but it was also
known that direct studies of phase transformations; which often involve
a change In size and/or shape of the unit cell, were not in general possi-
ble using conventional constant volume molécular dynamics. Previously
such questions had been addréssed indirectly through calculations of the
Helmholtz or Gibbs energies of different phases. Working with Michele
Parrinello he invented a novel technique which allowed: phase changes
to occur spontanecusly within a molecular dynamics calculation. They
intreduced a Lagrangian formulation of molecular dynamics in which a
bime dependent metric tensor 1s incorporated in the equations of motion
for the system and this allows both the size and shape of the sirmulation
cell to change in response to internally generated stresses. This (S, H,N)
ensemble, which ig a generalisation of the Andersen constant pressure
technique; was quickly adopted by other researchers and a whole new
field of study in solid state chemical physics was created. oo
There- are few arcas of molecular dynamics computer simulation
which have not felt the guiding hand of Anees Rahman. In even a brief
outline one would not do justice to his contributions without mentioning
his pioneering work on transport mechanisms in supericnic conducting
crystals, the structural characterisation of non-polar and lonic glasses,
the mechanism of crystal nucleation and growth, vapour phase growth
of amorphous materials and demonstration of electron localisation in
metal-molten salt systems using path integral quantum simulations. -
He set high standards which are a challenge and an inspiration to us
all. :
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Report on CCPS Workshop on Sorption in Porous Media |

(23 July, Imperial College London)
CR.Adackson and CoR.AuCatlow

The aim of the workshop QdSItOIfEViéWZthé.ﬁafiSUQEEéCHaiaﬁég used
“in the calculation of Sorption in porous media. The presentations fell
into two sections: {i) calculations on specﬁfit'materiaTé (mafn!y
sorption of hydrocarbons in zeolites) and (i), modelncafGUiéfidnézbn
such phenomena as capillary condensation, and percolation. These
presentations were followed by a general discussion of how the Qéfédus
techniques described might be used in future work, and whether other

techniqieés could also be employed.

" The first ﬁreﬁéﬁféf}bn:waé'Ey A.Nowak (Oxford) who described the

usé of MNDO techniques to study the isomerisation of n-butene in zeolite
Y. A small part of the zeolite, a 4-ring, was treated quantum
mechanically, and the calculations were able to suggest the effect of
the presence of Al on the isomerisation process. Als0, the proton

affinity increases with increasing Al content., R.A.Jackson {Keele) then

" described interatomic potential models that can be used to model
effectively framework retaxation in zeolites. Results were presented
for Na* zeolite A and it was shown that lattice energy minimisation

uSing these potehtia1s”gi§es good égréeﬁent with expérimenta11y

determined crystal structures. R.Vetrivel (Keele) then described work
on the sorption of methanol in silicalite and ZSM-5. This involved both
guantum mechanical calculations and calculations using.ihtefatOMic
potentials. The quantum mechanical calculations were carried out using
ab initio methods, to SCF level, A cluster of atoms plus the

interacting molecule were treated quantum mechanically, and the effect

25



of the remainder of the zeolite lattice modelled by an array of point
charges. The oafooiations enabled the position of a methanol molecule in
silicalite and ZSM-5 to be predicted. The final presentation of the

first section was by S.C.Parker {Bath) who described some work aimed at

obtaining a set of general rules for sorption of molecules in zeolites,
A range of zeolites (1n silicaous form) were considered, falling into
two structura1 typeo those based on sodaTTte un1ts (zeolites A and Y},
and those based on cancranite units (zeolites L and O) The
calculations 1n1t1a11y held the Framework flxed, and looked at the
effect of moving the molecu1e around but this wWas fo]]owed by
relaxation to constant pressure using a supercel] for the un1t ce11
Potent1als for the 1nteract1on of the mo1ecule w1th the framework were
obtained from compratlons {e.g. by K15e1ev}, and 1ntermo1ecu1ar
potentials were obtained from databases. Results were presented for

sorption of methanol and methanoic acid in zeolites A and L.

.The.eeoond.seCtton.1nctuded three.presentattons of mode}._
calculations. J. Hatton (BP) described ca]cd]ations on mo1ecu1ar
simulation of cap11]ary condensat1on. Pore f1u1d systems are impertant
in adsorpt1on, catalys¢s and separat1on, and the ca1cu1at1ons set out to
answer quest1ons such as what is the effect of pores (and pore 51ze) on
fluid phase d1agrams, and what is the 0r1g1n of adsorpt1on hysteres1s.
The system was modelled by a Lennard- Jones fluid between two para]lel
plates; and a Monte Carlo eimulation oarried out. The results here
interpreted fn terms of the behaviour of nitrogen in a graphite s]it.

D. Nicholson (Imper1a| Co]tege) discussed the re]at10nsh1p between

micropores, mescpores and adsorpt1on hysteres1s, asking whether there is
a boundary between micro- and meso—pore behavicur, and what is the
course of hysteresis. Also, does stepwise adsorption occur only on a

plane surface, or can it occur in pores? A simulation study of a model
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pore was reported, with molecules confined to sites, and nearest.
nejghbour interactions only considered, Heat capacity was caiculated,
and tabulated versus slit width. Hysteresis loops were observed in the

calculations - these were compared with experimental resuits. The final

presentation was.by_N.Parsonagg (Imperial Coilege) who described the
épp]ication of pérﬁoTation‘theory Lo zeq]ites. This theory can be
uﬁefu]Wy épp]ied to the behaviour of non=-framework cations, which can
occupy a number of possjb1e sites 1n”a given zeolite. According to
which sites are occupied, the molecular sieve properties of a zeotite
may be affected since qhanne]g may be blocked. Application of
pefcolat{on fhédry via a Monte Carlo simulation suggests that blockage

of channels increases with temperature.
The afternoon presentations were followed by a general discussion.

(1) Although it was not the subject of any of the presentations,
molecular dynamics clearly has an important role to play in the study of

sorption in zeolites, particularly in modelling diffusion,

(2) The Monte Carlo calculations described by Dr. Parsonage could be

usefully repeated with energy values from recent calculations,

(3) Recent experimental evidence suggests that sorption of nitrogen in
IL5M-5 shows hysteresis effects. It would be worth applying the

techniques described by Drs. Walton and Nicholson to this system.

{4) Potentials are, as always, of great importance. For
sorbate-framework interactions there is still dependence on potentials
such as those of Kiselev. Quantum mechanical methods can be used to

calculate potentials, but if they are only carried cut to SCF level,
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dispersion terms cannot be calculated. in spite of this problem, it is
well worth calculating potentials in this way. |

(8} In perfofming quantum mechanical cluster calculations, careful
attention must be paid to the size of the cluster, and to the ehbedding

techniques used in répresenting the effects of the surrounding Tattice.

So far, attention has been concentrated on systems containing only

" one sorbate molecule., If more than one molecule is considered,

sorbate-sorbate interactions will need to be included, but potehtfa1s
are available from other scurces, including the molecular crystals

literature.
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Report on the CCPS VmGshop on-
 "Transport Processes”
Unlverblty of York, September 22/23 1987

D.M.- Heyes.. ce

S.e'ptez.n.ber 28, 1987 |

Another successful CCP5 workshop on transport processes was held
recently. This is, in fact, now the third we have held on this topic in
the last two years. The idea behind them is to give an opporlunity
for workers in the area of simulation to discuss at length challenges in
the area of dynamical simulation. We held a very enjoyable two days
discussing our work,

After establishing a schedule we decided to start with algorithms.
[ introduced the new algorithm devised by David MacGowan ( Re~
search School of Chemistry, Australian National University, now at BP
Sunbury-on-Thames} and myself. This is an adaptation of the Verlet
Leapfrog algorithm. The trajectory through position space is identical
to that of the Verlet algorithm, however the velocities at the time skep
are calculated by a higher order scheme. It was demonstrated that with
increasing time step the temperature of the system can be seriously un-
derestimated using the Verlet time step velocity. As a consequence of
this it was shown that one can use a time step several times larger than
is usual provided the more accurate estimate of the time step velocity
is used. Roger Edberg (UMIST) outlined the method of constraints de-
veloped with Denis Evans and Gary Morriss at the Research School of
Chemistry, Australian National University. This is used to fix a molecu~
lar geometry in multi-atom molecule MD. There was much lively debate
through this session from Julian Clarke and David Brown (UMIST) and
Professor David Landau (University of Georgia).

Dr. Christer Elvingson (Department of Food Science, University of
Leeds) presented some methods and results of Brownian Dynamies sim-
ulations of flocculation. He showed the strong effect of hydrodynamic in-
teractions in determining the siructure of irreversibly formed aggregates,
On a related theme I presented some preliminary results of percolation
in IJ fuids (performed with Dr. J.R. Melrose, Royal Holloway and
Bedford New College) . Dr. B. Vessal {University of Keele) showed the
results of recent MD calculations of glass formation of vitreous silica,
performed using three-bady forces, The agreement with experimental
structural data was considerably improved using the three-body forces.
There was some discussion about the accuracy of self-diffusion coeffi-



cients from MD. [t was concluded that the mean square displacement,
MSD, route must be employed with time developments of the MSD taken
for much longer than the nsual 2-4 picoseconds for systems with many
degrees of freedom, David Brown (UMIST) showed some MD results of
triatomics which demounstrated this point very well. There was a fruitful
discussion with Professor C.R.A. Catlow {University of Keele}, Professor
D. Landau and Dr. J.A. Harrison (Department of Chemistry, University
of Newcastle upon Tyne) -

CCP3 would like to thank the University of York for their hospitality
in providing such a pleasant setting for the discussion. {The seminar
room was adjacent to a park with spectacular wild fowl!)
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'Resea.rch on the (‘ondensed Phase m the
U SSR

K"e'ith B. "Gubbinsf_j I
- Cotnell University

- July 14,1987

1 Introduction

During the period June 2-17, {987 I visited Leningrad State Univetsity
(Chemistry Department), the Institute for Low Temperature Physics
“and Ergineering, Academy of Scisnces of the Ukr SSR, Kharkov, and
the Inistitute for Physical Chemlstry, Academy of Sciénces of the USSR
Moscow, to give research seminars and to discuss research. I'also met
“with scientists from Odessa, Kiev, and Lvov who worked in ‘similar areas
" to us and who ¢ame to meet’ w1th me. The notes below were complied
o my visit, malnly as an a.ld to my poor memor)', they Summarlze some
“of the research going on in’ areas of interest to me in the USSR, and I
enclose them here in case they may be of interest to some CCP5 mem-
bers. At Kharkov the discussion was more general, and included a wide
range of research going on at the institute, since they were interested in
establishing some sort of joint agreement with Cornell for the exchange
of researchers. Such a formal agreement would make it much easier for
their scientists to visit us and vice-versa. A specific feature of glasnost is
the encouragement of such joint ventures between institutes and univer-
sites in the USSR and corresponding institutions in the West. Leningrad
State. Unwersmy was just concluding such an- agreement. with the Uni-
versity of California when I visited, and this will include Chemlcst.ry and
specifically phase equilibria as a topic,. . :

~ Only a few of the pecple [ spoke with knew a.bout. CCP5 but. ma.ny of
themn were very interested in the possibility of receiving the newsletter.
Most of their computer simulation work seems to be done on machines
that are rather out-of-date by Western standards, with speeds in the 0.1
to 1 MFlop range. ' '

2 Leningrad

My hosts were Professors N.A. Smirnova, A.G. Morachevsky, and A.
Rusanov, who were the senior pecple tn my area. I also met with quite
a number of more junior faculty, and had lengthy discussions with Dr.
E.M. Piotroskaya, who is doing simulations of fluids in pores which are
similar to our own studies.
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2.1 TFluids in Pores

N.A. Smirnova and E.M, Piotrovskaya have been studying Lennard-
Jones fluids between parallel plates using MD. They have done pure
fluids and Ar/Kr mixtures with both continuum and structired walls.
The only writeup in English is'a paper they sent me last July (1986},
but they hope to publish some of their work in either Molecular Physics
or Molecular Simulation. There is a review of their work on this and
related surface problems (drops, fluids near a single wall) in an inter-
nal teport put out by Leningrad State University by E.N. Brodskaya
and E.M. Piotrovskaya. However it does not have an English summary.
Their future plans in this area are to study pure krypton and argon-
krypton mixtures between two parallel structured graphite walls, and
later to study molecular fluids,

2.2 Water clusters, drops

E.L Bredskaya and AL Rusanov are studylng small’ water drop]ets b}'
MD using the ST2 model; they have studied N=15, 27, 64 at T=222,
263, 314 K. They eafculaLe the density proﬁles p(r for the H and O sites,

p(r,8) where ¢ is ‘the orientation of the dipole relative to the normal to
the surface, the average ‘Coulomb’ potentlal ¢, the energy densrty, ‘and
the normal pressure They find that the dipole prefers an orientation
parallel to the surface rn agreement wrth the w0rk of ourselves and
OLhers '

' 2.3_ _ L'iqUid crystals

K Skolowa and A.Yu. Viasov do model calculations for liquid crystals,
nematics and smectic-A. They use lattice models, a generalization of
Flory, and treat attractions by mean field theory. They have done mix-
tures of hard rods and alsoof flexible molecules. More recently they have
done hard molécules with attractions. Recently they have worked on the
Smiectic-A transition and also a slab 'model of p-azoxyanisole: - Andrew
Vlasov (a postdoctoral worker with Skolowa) is studying mixtures of
MBPNA -+ solvent (CCly, n-CyH 4, CgHg), particularly heat of mixirg
and heat capacity. They measure heak capacity C, vs. T exper1mentally
They are presently studylng lyotropic liquid crysta!e

2.4 Polymer solutions _

J.M. Bolaskova’s group is studying polymer-monomer solutions - VLE,
vapor-solid equilibna by head space analysis, using gas chromatography.
2.5 Ionic solutions, clusters

P.N. Vorontsov-Velyaminov, .V, Shevkunov'and A.P. Lubartsev (Insti-
tute of Physics) do ‘mean field Monte Carlo’ for ionic solutions. That is
they include the nearby interactions explicitly as usual, but more distant
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patticles are included as a'miean field,: They use this method to study
polyelectrolytes. 1 have 3 preprints of their work, but without English
summaries. They are also doing quantum MC. Shevkunov has a method
for getting phase equilibria by a new, more direct method, which he says
is similar to the method of Thanasis Panagiotopoulos. He uses P, T, u
as variables and gets the phase equilibria directly. He finds this to be a
good method for small systems, and uses it to study drops and clusters.
He has applied it to small ionic clusters. They calculate u(T,P,N) and
get the critical cluster size, N,. This takes 10 minutes on their computer,
which is basically a copy of the IBM 360. He will send me a reprint on
this method. '

3 Odessa

3.1 Theory of Liquid ‘\/letures

Prof. L.Z. Boshkov together with another more JUIHO].' collea.gue came
to Leningrad for my seminar and. to. discuss work on. liquid mixtures.
He is in an institute in Odessa (Doclady Academy Nauk) and was the
doctaral adviser of Kalinichev (now at Cherneunko, near Moscow) who I
met at the Liblice conference in 1986. They use a perturbation theory
of Leniniard-Jomes mixtures and say they can firid Class VI behavior,
and a new class they call VII, without using amsotromc intermolecular
potensials.

4 Kharkov

In Kharkov'I was at the Institute for Low Temperature Physics and.
Engineering of the Academy of Sciences of the Ukr. Most of the week
was spent in discussions with various research group leaders there. They
were particularly interested in the possibility of forming an exchange
program or joint laboratory with Cornell, so that the discussions ranged
over a variety of research areas. There was no research going on in
computer simulation there, but there was an active group in the area of
nonequilibrium statistical mechanics.

4.1 General _ _
During the first day I met w1th

o Prof. Manzhelit, Assistant Director of the Institiute, Corresponding
Member of the UkrSSR Academy of Sciences and Deputy Dlrector
of Research :

o Dr. Shchelkunov, Heéd 6EI'IDepa.r.t.ment .(t.hé dept Dr' POZhar isin}

»' Dr. L. Pozhar, leader of theory group
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The Institute was founded in 1960, and has about 1400 professional scien-
tists and engineers; about 700 are research scientists doing fundamental
work, and 700 are engineers doing technical design and development.
The Ukr SSR Academy of Sciences has generally more emphasis on ap-
plications to industry than the Soviet Academy of Sciences, though part
of their effort is in fundamental areas. Manzhelii’s responsibility is for
these fundamental areas. I'undamental research areas include:

o Su:pe'rc'ondilc't_iy'ity“

o-..'High tem'per'a.tufe's'ufjérédndﬁc'ti'ﬂrity |
e [iquid helium

e Other liquefied gases

o Solidified gases - cryocrystals; especially the quantura crystals He
a.nr:l H2 1sotopes of HZ CH4

o-'\Iormal metals (e!ectromc propert:es)
_o._'\rfagnetlsm ak low temperatures espec1ally magnetlc orderlng :

‘o Spectroscopy, espemally of sohdtﬁed gases a.nd magnettcall;.r or—
- dered systerns

® Mechamcal PI‘OpEl’tleS of soflds - plastlcwy, mtema.l fnctlon etc:,;
at low temperatures

They do not study very high pressures, but can explore temperatures
down to 1 milliKelvin. They study thermal and mechanical properties
down to 0.4 K, and their work on Helium goes down to 1 mh Thew
work includes research in high ma.gnetlc ﬁelds '

' Apphed research areas mclude

e Cryogemc equ1pment refrlgerabors w1th LT\Ig coohng

e Processmg of foodstuffs and technlcal matema[s under lowr temper-
atures

e Medical science investigations; devices for cryosurgery, used by
dental surgeons, oculists, gynacologists, etc.; freezing and preserv-
ing biological objects, human organs (e.g. kidney banks).

In addition to physicists and engineers, they also have mathemati-
ctans and biologists in the Institute. Most of their scientists (about 75%)
are experimentalists; only 25% are theorists.

They publish the Journal of Low Temperature Physu:s of the USSR.
Most of the papers are experimental. They publish 1000 copies of each
issue, and the journal is translated into }Lnghsh but appears only 9
months after the Russian version,
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. 4.2 Transport Properties of Fluids .. . .. - -

Dr. Pozhar is the head of a theory group doing studies of transport
properties using kinetic theory and nonequmbrmm sbatlstxcal mechanics.
' In parhxcular they are lnvolved 1n the followmg '

= L The study of transport praperties of mixtices of simple, dilute

- gases: They have shown that the Lennard-Jones model is
quite good. o

2. They calculate the collision integrals for dilute gases to high
accuracy, They show that the existing tables are not accurate

- enough for their purposes.

3. They calculate the viscosity, d.1ffuslon coefﬁments and ther-
mal conductivities for Ar, Oy,N;, CO;, He, as pure compo-
nents and binary mixtures. The theory is quite good [or these
mixtures over the range 100 - 300K for presqures ln the range
I - 10 bar,

5 K]GV

"B, 1 ‘Sxmulatlons of Water and \/Iolecules near Surfaces

Dr V P Sokha.n of the Instltute for Theoretlcai Physu:s Academy of
Sc1ences of the UkrSSR Kiev, came over to Kharkov for 2 days to meet
.__w1th me.., He is in the group of Prof.. V.Ya. Antonchenko (Head of
~the Computer Methods in Theotetical Physu:s there) along with V.V,
- yin, N.N. \zfakovsky, V. Dailydenis, V. Chryapa, A.N. Pavlov, and V.N.
Scmyanovsky He described the work of their group, ‘much of which is
on fluids in pores and said he would send_ me reprints and preprints of
~ their wark. They use a computer which has a speed of about 1 MFlop.
Much of I:helr work Is on water near surfaces. Among their studies are:

[ Investlgatlons of water usmg the Jorgensen (TIPS) maodel,

© " They 1nclude solilté molecules int the water, and look at thin

films using the GCMC simulation method. However, they

have difficuities with GCMC because of the orientation of the

moleciles that are added. They confine the fluid between

' parallel, impenétrable walls, They use both hard, smooth

- wallsand also walls thh repulswe or attractlve centers placed

on agrid. '

- 2. They have studied water confinied bét{#één'intlihed plates; the

_ plates were inclined at'a 10 angle, with 50 water molecules.

3, Makovsky and Pa\;lov have ét.Udi'é'd"spher'ocylinders in pores

© ‘with cylindrical and square cmss—sectmn by \/{D They inves-
 tigated diffusion.

He also gave me a book on water by Antonchenko (Physics of Water,
Kiev Naukova Dumka, 1986) which includes a good deal of their work
on water in confined systems.



T asked him what other work was being done elsewhers in the USSR
in these areas. He mentioned:

L. Novosibirsk.  Naberuchkin studies water, both in bulk and
near surfaces. He collaborates with Malenkov of the Institute
_ Tor Physical Chemistry in Moscow. They have many institutes
. of the Academy of Sciences of the USSR in Novosibirsk, and
he is at one of these. :

- 2. Odessa. There are two people at the Institute of Food Tech-
. nology who do density functional theory. .

3. Vladivostock. Pavlov (of Kiev) is now there, in the State
- University of Viadivostock. He will return to Kiev in 1 or 2
. years. : ' '

6.1 JTonic Solutions, Molten Salts

Prof. M. Golovko and Dr. Orest Pizio of the Institute for Theoretical
Physics Academy of Sciences of the UkrSSR; Kiev, carne over to Kharkov
to meet with me, Prof. Golovko is head of the Theory of Solutions
- section there. Dr: Pizio is a Senior Research Fellow in'Golovko’s group,
- and has unusually good Englisk. This institute has a building arid a small
- partof its scientific staff located in Lvov, and they are theré.” (In the
English- translations of many of their papers, Golovko's name has been
incorrectly translitérated as Holovko). They are working in the area of
theory of electrolytes and  molten salts. We had lengthy discussions of
- what they were doing in the electrolytes area and how it related to our
owh work:- Much of their work is written up as [TP reports, mostly in
Russian with an. English summary; but some in English.  Not much is
published In regular Joumals They gave me a large number of these
__reports They a.re eager to have some collaboratmn or ‘contact with
'Western scxentlsts They a.re worklng ini the [olIowmg areas

1 Metal- electrolyte solutions They are studylng an ion-dipole
mixture in’ a neutralizing background They also do ion-
“dipolar dumbell rmixtures in'a neutralizing background. {See
" their reprint ITP-87-40E about MSA for ion-dipole.)
- 2. Molten Salt Activities, They apply a cluster expansion to
' study the relation between the electronic structure of ions
and the structure of the molten salt. Thus for AgCl, CuCl
“the Ag* ‘and Cu* ions have d electrons, and they examine
the effect of this or the molten sa.lt. s(‘.ructure They also do
metal-molten salt systems, '

3. Electrolyte Structure, They study ion-multipole models of
electrolytes, including ion-dipole and ion-quadrupoie models.
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" They also study site-site hard ISM models for ions with di-
- atomic dipoles. They use RISM theory for the hard molecule
teferénce systemn. They use a MSA closure in the RISM frame-
work for the charge forces. After this they consider the opti-

- mized cluster expansion (OCE). They are planning shortly to
“ ise the ST2 model for water in this theory. They work with
Karl Heisiniger isi Mainz on the sirmlations via MD. They get
“the'effects of the long-range tails via theory (OCE) instead of
using' Ewald sums In the simulation. They will do a conven-

- tignal MD 51mulat10n w1th perlochc boundaries then add the
- tall via OCE '

h 4. Electrolyte The1 modynamlc Propertles They use two ‘meth-
“ods for the lon-multipole models:. cluster oxpa.nsmns and a
Padé approxtmant Their Padé approx:mant is similar to the
' Stell-Wu Padé. They find it to work well for the standard
state. (See preprint ITP-79-119F (1979)). In addition, they
have genéralized Wertheim’s renormailzatlon theory for in-
duction effects in polar fluids to the case of many-body induc-
tion effects in ion-dipole systems. They have also developed

. a non-restricted non-primitive model {0y # a;). -
5, lon:dipele mixture néar a charged wall: They have studied
- the case of simiple hard sphere ions miked with hard sphere
dipoles near a hard charged wall. Théy'calcmaté the charge,
" potential; and polanzatmn proﬁles near the wall az1d also the

e dif‘ferent,lal capamty I

- Their future rese'a.rch'pians for studying the thermodynamic proper-

- ties of ion-molecule systems include the use of M}, MC, and theoretical

methods (MSA and Padé approximants) for icn-dipole mixtures, with
the inclusion of quadrupoles and polarizability, and later H-bonding.

7 Moscow_ B

1 visited the Institute for Physical Chemistry of the Academy of Sciences
* of the USSR. Prof. Georgii Aleksandrovich Martinov was my host, but
T alsé had discussions with Prof. N.V. Churaev, Dr. G. Malenkov, and
Dr. A.G. Grivisov. Prof. Derjaguin is the head of the Institute, but he
wasg out of town, he is retiring this year, and they are looking for a new
head.

7.1 Theory of Polar Liquids, Electrolytes

Prof. Martinov has recently been working in two aréas, the dielectric
constant of polar liquids, and the civilized model of electrolytes. In the
dielectric work he has a new theory and is comparing the results with
experiment. In the work on electrolytes he starts from the OZ equations.
He models the polar molecules as spheres {HS or LJ) with a dipole.
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When z — 0 (dilute solution) these equations simplify. He solves these
equations by using sm‘tpie harmonic expansions, using an expansion for

~the bridge function, M;;. He hasn’t yet sotved for the gas(c}, but he

has the large r'limit' He hopés the results will be better than those of
Nienhats and Deutch. He first salves the equation for the dipole-dipole
structure, then uses this to solve for the ion- dipole structure.

Martinov is writing a book called Statistical Theory of Simple and
SemlStmple Fluids, and expects to finish it by next year. It will be
published by Nauka, Moscow. He gave me a detailed outline. It con-
tains chapters on the fundamentals (physmai foundations, mathemati-
cal foundations, thermodynamics and fluctuations); solving the BBGKY
equations, integral equations, corresponding states, phase diagrams for
- pure fluids, critical phenoména, theory of soltitions, theory of polar fAu-
ids, dielectric permittivity of polar fluids, sclvation' in polar solvents,
Co’qumbic systems; and the‘civiiiZéd model of elcct'rol'ytes.

‘Monte' Carlo for Water, and Water and other
Molecules m Caplllarles '

_.Dr a. ‘\Aalenkov does MC for water in t.he bu k and in contact with
surfaces. He also does simulations of biomolscules, together with the
[nstitute of Blophyszcs His main interest is in the structure of the fluid,
~ in the bulk and 2lso near the surface He has done several simulations of
“watet in a carbon pore; uslng 2 structurad wall (about 100 atorns in each
' plate) and parallel plate geometry. He uses up to 20 water molecules.
He uses a potential he devised himself (for’ details see his paper in the
book Chemical Physics of Solvation, Volume A, Elsevier, 1985). It's a
modification of $T2. He did not observe a phase transition. The plate
separation was from 6-15 A. He has also studied diffusion of this water
Auid between parallel plates. He gets both D parallel and perpendicular

using a formula . S
D~ (kT)* 12/ \/(F?)

where (F?) is the mean squared force on a molécule.” He also calcu-
lates the mean potential energy per molecule, {u). He finds the diffusion
ccefficient in the parallel direction to be mich greater than in the per-
pendicular one, but both have a similar form when plotted against the
plate separation H.

H /o

Thus there is a maximum in D at some separation Hp, and this
separation also gives a maximum in {u}.
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7.3 MD for Fluids in Capillaries

Dr. A.G. Grivtsov has used MD to study argon between paraliel plates.
The wall-fluid potentials were either hard repulsions or a 9-3 potential.
On these structureless walls they grew a striictured crystal of 2 ar 3
molecular layers. They then disrupted this ¢rystal by pulling it later-
ally. Much of his work is with his wife, L.A. Grivtsova, and with N.V.
Churaev. He gave me two reprints, one on simulations of chain molecules
in the bulk phase (in English) and the other in Colloid Journal of the
USSR on diffusion of simple fluids in cylindrical pores; the latter is in
Russian but with an English summary (also this journal is translated),
and looks quite interesting. Several people in Leningrad and elsewhere
told me thal Grivtsov was one of the earliest workers in MD, having
applied it to study argon using a Lennard-Jones potential at about the
same time (1964) as Rahman’s work was published. His early work does
not seem to be well known in the Wess. :

7.4 Theory of Fluids near Surface and in Capillaries

Prof. N.V. Churaev has worked on the theary of diffusion in capillaries,
and gave me two reprints. One is with Grivtsov and Grivtsova, and is
the one referred to above in Colloid Journal of t'he'US'SR.' The other is
in Russian and is in the Engineering Physi¢al Journal; this is translated
and his reprint also has an English summary.
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Coping with the Pressure! — How to
Calculate the Vlrlal_-..-._- S

W bmlth

Septe_mber 21, 1987 L

1 Introduction

“In molecular dynamics, the pressurs is oné of the most important quan-
tities one needs to calculate. In practice this means one must know how
to calculate the system virial from any given formi for the intermolecular
potentials. Iin MD this is usua,lly done by first obtaining pair forces f,J

~and then calculating the sum of the scalar products:

N L
=5 ned, W
' I'or simuple systems such as Lcnnald Jones, thls is not difficult, but one
" finds “that as the’ intermolecular potentxais become’ progmsmvely more
complicated, it becomes inicreasingly more dlfﬁcult to obtain the requtred
fortnulae. As an exarmple, consider a system of rigid molecules repre-
sented by fractional charges, in which the long range forces are handled
via Ewald sums; how can allowance be made for the intramolecular in-
teractions which are included in the Fourier part of the sum |1} ? In such
. circumstances one has to use intuition to derive the correct expresswn,
~and this is not always reliable. B T RN
The purpose of this note is to outlme a genera.l method for attackmg
. this problem. The method has in fact been around for some time; it is
mentioned in the book by.T.L. Hill {2] and more recently it was described
‘in a review by F. Abraham {3]. No doubt the method has appeared many
. times in the literature, in different guises. It is currently best known
through the constant pressure algorithm of Andersen (4}, though readers
who are not familiar with constant pressure work may not have realised
that it is also useful in constant volume MD. In the next section I will
outline the theory of the method and in the subsequent sectlon provide
examples from some well-known systems.

2 Theory

The pressure in a thermodynamic systern is given by the well-known

expression:
P=rFkldlog Z/3V {2)
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where Z is the configuration integral:
Z = /exp{ ~8U(x )} dr.N (3)

and U(g"\") is the system conﬁvuratlou energy [n order to evaluate
the pressure using these equations; a scaling relation is used, which is
familiar to practitioners of Andersen’s algorithm, vis:

r'— 1,!3 (1)

This equation represents a clever ‘trick’ by means of which we may make
the volume dependence of any given function explicit. It has the inter-
esting property that, if we expand or contract the system isotropically,
the scaled coomdmates of all the particles remains fixed.” However, the
ebsolute positions of the pa.rtxclcs will, of course, be a function of the
“volume. U
Sub%tltutmg (4 mto (3) gwes o

. Z :V"V/exp{ BU( 13{3‘9]’\' }d N : (5)

which on substitution into [2) p10v1des the following expression {or the
‘pressure:
P = NkT/V - (aU([ H3,51My /07 (6)

By comparing () with the correspondmg expressmn for the pressure
“according to the Virial Theorem ial, at can be seen tha.t the vmal is
gwen by the followmg expression:

“D“gv‘a”ﬁv”ai Yo, H”.f;_f;'rn

E whlch is hhe fundamental relationshlp of thls method

In the following section I give examples of its use in dctermining-' the
virial for some commonly encountered systems. The reader is warned
. that, for the sake of brevity, the treatment is not fully rigorous. In
- particular, the above 'theory’ is only valid: for the case of monatomic
molecules. However I hope that it sheds sufficient light on the method.
- Also, since this meant to be a note about the virial, I will not discuss
the kinetic energy contribution to the pressure. This is not a trivial
omission, since different models for a given molecule (e.g. rigid bonds or
harmonic vibrational bonds) have different kinetic energies.

'3 Examples
3.1 Systems of Monatomic Molecules

Assuming simple pair forces, the configuration energy is givéh b'y:

N
U= 35 ul) e

Pog<s
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where u(r;;) is a simple pair potential such as Léennard:Jonés: Setting
rij = V%, and performing the differentiation in equation (7} gives

‘ﬁ = BV(EZ(3Vru)_13u(r.j)/8r,}) (9)

{ j<i

Which s more easily recognised when couched in terms of the pair lorces:

zz ,,sﬂ'u) .. (10)

[ )

with o TR
fiy=1(-r lé‘u(r,?)/ar,j)

(Notice how the volume V vanlshes through cancellation from the final
expression). This rather trivial example serves to show the essential

simplicity of the method

3.2 Rigid Polyatomic Molecules
For such molecules it is usual to. assume a site model, in which the
configuration energy is o

Bt ; :  &5

J<|C\’

where -r;”-’;ﬁ defines the di'sta;hcé_'bé't\#eéh_ sites on diﬁ'éréni; molecules and
*#) is the corresponding site~site potential., The distance -rfj‘-’g-

ufr 3 is cal-

culated as the modulus of vector r wrth

'.___’“_J -k ““"13
CRij= R~ 3 U

Where R; Iocates I;he centre- nf~mass {COM) of molecule fand df locates
the a-th site relative to the COM of molecule i. - SR
To determine the virial we must introduce the sca.lmg relatlon Since
the moleculés are deemed to be rigid, we canriot imagine them changing
in size as the system’ volume Huctuates therefore we use the f'ollowmg

relatton ' ' _
PR 'aﬁ.‘;-vlffls . daﬁ L Lol 12)

(1 a. rI he bcalmg is applled to the space between moleculee but not ba
the molecular bonds.) From (12) we deduce that

Brov=@vei®y e, (13)



. and hence via (T) and (11) that. . .- ..

'omon} .
ZZZLY )7 o By) (14)
LI B 2 : -
with ;

: e \S
x(rif) = () toulrif) /0
Bquation {14) can be written in a more recogmsable form. Using the
refation _

we may, after some algebra, separate out two terms:

P =P, + D, (15)
’ ‘ang on; cxﬁ
ZZZ)W e .J>
L T4
and :
N oni

B (ch-(Z ZL‘“,@?)

The term P, is usually called the site {or site-site) virial, since it hakes
into account the interaction between sites on different molecules. It
is therefore the intermolecular contribution to the virial. Apart from
ignoring the site-site interactions that can be classified as intramolecular,
this term doea nof recognise the rigid structiire of the molecules. The
second term @, may therefore regarded as a 'cotrection’ for the molecular
structure. (f“ represents the net force acting on cne of the sites.} It
is a curious fa.ct but for an isotropic liquid, this second term is zero!
This was shown by Ryckaert and Ciccotti recently! {8]. This is clearly
not the case however, when the system being simulated is not isotropic
(e.g. solids, liquid crystals etc.). It should also be recognised that at any
given instant in the simulation the terms within the angular brackets ()
are usually substantially different from zero, even in the isotropic case,
and will contribute significantly to the pressure fluctuations.

3.3 Systems of Rigid Ions (Ewald Sum): - -

Ot the face of if, this ‘would appear to be a rather tr1v1a.l example of
the method. 1t is well known th_at in a Coulombic system one may
ise the simple refation ® = ~(U) to obtain the virial. Indeed one

may use the example given in 3.1 above to show this easily (settmg
u(ri;) = qiq; /ri;). However, in the case of the Ewald summation method,

'This may be seen in a hand-waving way if one realises that the net force on sach
site {7 and the site displacement vector 47 are uncorrelated over long times and
an ensemble average of their scalar product is therefore zero.
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things are not mathematically so obvicus and some useful points emerge
in a full treatment that are of value in more difficult cases.

The configuration energy for a system of point ions is given by the
Ewald formula{T}:

PR |
TV AelQ@uur’ Z Z "erfc (arit) = —= Zfb (18)
with ' R . RN
and : : .
N
Qo = Z gj exp{-iker;)
and

k= 2" U:‘(l m, n)f_

To determine the \fmal e\:pressmn we again use the scalmg relatlon (4)
It is apparent at once that the third term of (16) makes no contribution to
- the virtal (having no volume dependent terms) and hénceforth disappears
from our corisidération. Also the second term (known henceforth as the
. Real Space term (Upg)) is short-rarniged-and is clearly in the sameé mould
as the expression for monatomic molecules (Section 3:1). It may be dealt
with in the same way Proceedlng as in Sectlon 3.1 we obtam

g -

EYa — " y Zq}qz {erfc arﬂ)/rj; T NG exP(" (1)
In which I;he i(lentlty
_{e'rfc((_.}:r] - —_—\/%exp(“ﬂ’zrz); - | (18)

. dr

has b@@n used S

Differentiation of the ﬁrst term of (18) (known henceforth as the
Fourder term (Ur)), with respect to the volume is straightforward, and
will not be given in detail. However, two points are worth making.
Firatly, it should be noted that the term Q.um 13 independent of the
valume; since in the scalar products of ¥1/%p; and & in the exponentials
the volume will cancel. Secondly, one should remember elsewhere the
volume dependence of the & vectors, which arises independently of the
scaling relation. (e.g. 3k%*/9V = -2k%/3V). These factors lead to the
formula:

U
i Z AbiQ um!? Z AelQuuml?k2 /202 (19)
k=0 k;ﬁO

Equations (17) and (19) may now be subtituted into (7) to give the virial
expression. However a further simplification is possible, We rewrite the
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last terin of (17} as:

1

W -sz,m oxp( - qu o

The first term of this expression is in fact identical (but for sign) with
the last term of (19); since the latter represents a Fourier expansion of
the former. Thus the addition of {17) to (19) results in the cancellation
of these two terms. The final expression for the virial is thersfore:

Z’ Aleme + ZZ erfc (oerjy) \/_ zqf (21)

k;‘O 7oty

Which is what we set out to derive. It is manifestly similar to the Ewald
potential (16) as we expected.

3.4 Tractional Charge Molecules and the Fwald Sum

This represents a rather awkward hybrld of the systems descrlbed in
sections 3.2 and 2.3 above. It is awkward because the expression for the
conﬁguratwn energy contains. terms that describe intramolecular inter-
_ actions, which arise because the Fourier part: of the Ewald sum treats
' the fractional charges as though' they were free point ions. Ideally, what
we require is some simple relationship between the configiration energy
and the virial, such as that arising in the case of point ions, but it is not
immediately obvious what such a relationship might be. In such cases
the scaling relation (7) becomes most useful, as it allows us to tackle the
problem directly, without worrying about the complications suggested
by the intramolecular effects.
The configuration energy for a fractional charge system is given by

onj ont

U = ?—TE A;,;;meg {-ZZZZ(]} erfc ar )

k;éO fi<i g 7
N onj

e Z'L }2,1_(‘{6. S {22)
‘with Aj and & having'thé'sdnié meaning as before and
N onj

.qum.— ZZ‘?; eﬁp(—3k° r; )

and
U, =~ Z z Z ?Tq;erfc(afff)

But for the presence of the term U/, which corrects for intramolecular
interactions this form is very similar to equation (16). The derivation
of the virial from this starting point parallels the cases in sections 3.2
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- and 2.3 above; indeed the same tricks may be performed: to rediice the
formulae. The algebra is, alas, lengthy and tedious, I shall therefore give
the derivation in the briefest outlme only, pomtmg out the new features
unique to this case. .

The scaling relation (12} appropriate to qtructured molecules is sub-
stituted into (22) and the differentiation with respect to volume per-
formed. The third and fourth terms from (22) have zero derivatives; the
former through the absence of volume dependent terms and the latter
because of the absence of intramolecular scaling implicit in (12}.

Differentiation of the Fourier term resembles that given in section
3.3 above with one important difference: The exponential terms now
include volume dependent terms in the exponent; namely k& e _rif and
these provide extra terms in the differential: |

"—f'.- = Tarz Z Ak|qum§2 ey TR Z AkEqum| ‘!“ lza -
av SV JV
A S " B k0
SN oong

L LL fa)p (23)

Where (_fj‘a) represents the force on site 3 of molecule j- due: to the
Fourier t.erms Its expllclt forrn 1s

Uﬁ) V Z ;kA;c exp(;kor )qum e (24)
Differentiation of the Real Space torr of (22) ukéwise follows straight-
forwardly from 3.2 and 3. 3 above, with no addltional comphcahmm

dUR ong ol ,qu o
v ?- 3VL zzqﬂi JE L#1) o
A g\f on,J .o .

ZZ 0 )
with o
x(r7) = {eete(ar)/ ()% + ﬁexp(-a‘-"(ré’*)z)} -
and . -
fﬁ)R = )_, g qrjx(f
s

where, (ff)h: is the Real Space contribiition to the force on'site 8-

We may now add the Fourier (23) and Real Space (25) components
to obtain the virial. However, as before, the combined expression may
be simplified further. The second terra of (23) may be made to cancel
the exp terms in {25}, provided that a new term:

ZZ Z \/—q; Q3 exp ( )2) . _ (26]

I8 a<8



is both added to and subtracted from the combined expression. Thus
the final form for the virial is:

ot “onj oni
b = Z Ak|quml ZLLL% qt -erfc( o:r )

}c;éO o 7 i<J 8 T
LM sm} ’ i

where = c e
....__Ucu_Z‘)_‘dﬁ,{fﬁ ) Yoo (23)
Once again we may assume that. in an zsoéropzc system U, will make no
net contribution to the ensemble average and may be set to zero, Thus
we see that, but for the presence of the term Uy, which is a constant
term for a given molecule (and thus needs to be'calculated only once in
a simulation) the final expression for the virial (27) is very closely related
to the coulombic configuration potential energy (22) of the system.

4 Summary

The method of scaling the positions of molecules in a system is un-
doubtedly a powerful méethod for determining the virial in the system.
It is hoped thab the examples presented here offer some tusight into that
power. The method cannot, of course guarantee that the final expression
will be blmple and some further ‘work may be necessary to bring it into
an acceptable forr. However, it is clear that it offers a direct route for
even the most awkward of casest- . =~ _

[ am indebted to David Bro’wn"and David Heyes for helpful comments
on the draft of this article. Any errors or sources of confusion remaining
are mine alone! S
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Quantum \/Ionte Ca,rlo on the FPS T Selles Para,llel
Vu;tor Proccssor

R.J. Harcison and M.F. Guest
SERC Daresbury Laboratory, Warrington WA4 4AD.

The following s an abridged vérsion of papers 6é;¢'ng“pféi)dréd' 'fc}r";b'tlbm'i;ssz"oﬁ" to
- Jo Chem. -Phys: - Some of the iresults are presently incomplete and conclusions must
be regarded as preliminary. —

| 1 Introductlon

- Quantum Monte Carl (Q\/IC) methods with the shorr binde a.pprouma.ton (?TA) [['2" 3

were originally applied to the solution of the electronic Schrodmger equatlon of atoms
‘and molecnles by Anderson [1,4], Subseqiently 1mportance sampling was introduced to
improve efficiency (5,6]; the fixed node approximation (FNA) to (‘orrectly trea.t Fermi
statistics {7) and methods to remove ‘the STA by aamplmg from the e*(act Green’s
" Furiction [8,8,10,11,12] and to remove the FNA by Lelaxmg the nodal surfaces 10]
Extensions have also been proposed to allow thie direct computation of energy differences
[13] and the use of short time algorithms of second order in the time step {17,18,19,20].
Applications of QMC have been made to many few electron (2-10) systems {recent ones
tncluding F and F~ {14], CH, [15], LiH, Be, H;O and BeH, (11}, H;,. LiH, Liz and
H,O (10], Hy [12], Hs [16]) with varying levels of accuracy. Most recently core pseudo-
- potentials have been used successfully (21} to eliminate the chemically unimportant, but
computationally expensive, core electrons from the calculation. From hereafter we use
CQMC 6 refer to the all ‘electron ‘diffusion’ quantum Monte Carlo method with both the
short time and fixed node approximations and Green’s Function Monte Carlo (GFMC)
to refer to methods sampling from the exact Green’s function [8,9,10,11,12],

All ab initio methods are computationally demanding but QMC stands out, be-
ing highly cpu intensive with zero I/O requirements;. and as being remarkably simple
to program when compared with the complex packages required for ‘state of the art’
conventional ab initio methods. The cpu requiremnent may be met by theoretical de-
-velopments, through the use of more accurate trial wavefunctions, more sophisticated
sampling techniques {12, the exclusion of core electrons {21}, and by the exploitation
of new computer technology and architechtures (10,22}, in partxcular the cost’ effectwe
~ parallel vector processors now becoming available: ' S

A major overhead tn the use of the STA is the need to extrapolate bo the zero time-
step limit, increasing not only the computation time but the statistical uncertainty.
Use of GFMC methods which eliminate the time step error {8,9,10,11,12] is possible,
but this increases both the complexity of the program {we have our own scalar serial
implementation of the algorithm of Ceperley [9,10]) and the expense of the calculation,
and does not address the major source of finite time step error for higher values of



the nuclear charge (Z). This error is due to use of a finite time step with the FNA
which is only exact in the limit of zero time step [14,2,10;. We observe below that use
of an algorithm of second order in the time step reduces the systematic error for two
electron atoms to well below either the statistical error obtainable for many electron
atoms, or the errér [rom inexact implementation of the FNA. Ia thiz regard the value
of ‘exact’ GFMC methods is negated. Further the systematic study of these ionic and
atomic systems reveals trends in the STA error not revealed in previous restricted or
less systematic studies of higher order algorithms [17,18,19,20}.

2 The Quantum Monte Carlo Method

This is more than adequately covered elsewhere [2,3] and we shall only sketch rele-
. vanb detallb The electromc Schrodinger equation in imaginary time with importance
ba.mplmg is

*%V"’M(m@)—ET)f-m.y_(fﬂﬁ_n%:—éf/ae, o

where f(R,1) = wo{R, 1)4r(B), E(B) = Yz /yr and EL(B) = By /e, Ui being a
known trial wavefunction. The propagation of f forward in time according to equation
(1) results i ln f convergmg to ‘Jzo( R)wr(R), where ¥io(R) is the “roundstate eigenfunc-
_"'tlon of the s_-ame symmetry as the %tartmg d]atrlbutlon In pracbzce the fixed node
' 'apprommatnon is employed where lj)g 15 forced to have the same nodai surfacos as W,
'the computed energy now bemg an upper bound to the exact energy (2. o

T Two’ plopagatlon methods are used below The ﬁrst denoted Q\dCl corresponds
"to the usucxl &.hort tlme (‘reen s functlon _' U TP

w) z'exp( (B~ B tE(R)) /2t) % exp( (Ei('B;’) ¥ E;czz))/z'~'4-' Bl), ()
. Lhe propagwtlon aIgorlthm bemg . ' ' B 2 |
| U R=Rein+BR), - S )

"’where n is'a vector of ﬂaussmn random variables ofzero mean and umt varlance Branch-
J mg is according to the excess local mergy e

M*ew( (EL( )+ EL(R))/2“'ET) : (4)

_ The second method denoted QMC? is the second order method applled by Anderson
to the H atom {17] and similar to those employed by Vbrik et af {18,19,20},

CB=ReVine (BB PR+ Ve ,;,;;;p(;;)f: 0w

"wlth branchmg as for Q’\/[Cl QMC2 as described above requu-es two evaluations of
i and F each step compared with one for QMCE. Vrbik et ol [18,19,20] detail several
related second order methods requiring one to three evaluations each step. .

3 Parallel Vectorlsed Implementatlon
The Mk [ FPS- T20 consmts of sixteen mdependan vector processors connected in a
hypercube topology. Each processor or node comprises one T414 INMOS Transputer,



Table .Asymptotic Perfcjrﬁlanée of Basic Mathematical I*unc.uons on the FP% T~20
I'PS-164, Cray-1S and Cray-XMP/48. . S

No. of Results per sa,cond f 10b B
Function | FPS T-201 FPS- 164 = Cray 182 Cra.y XMP -
o SQHT 318 DB 8T ) 2
CBIN. L e 3.0 OB e 2B e BT T
EXP. . . 2.5 0B A2 e B8
LOG 2.7 0.3 2.9 R R T
Mulbiply 3 | oo 1920 00 0t Ak s v RAT e e 220

" 1\z[byl;e of memory a.nd a ﬂoatmg pomt vector umt capable of 12Mﬂop Whlch 1{: can
" vealise on simple vector operations due to a massive memory to vector reglste1 band-
width. Communications between the nodes procecds over the Tlansputer channels at
0, 6\1byte/s QMC is an example ofa perfectl} paral!el algorlthm 22] whlch parallelmes
‘at'the coarse grain level with essenLtalIy zero communications overhcad inaddition it is
“also readlly vectorised. Thus Q\dC is capable of demonstratlng the peak performance'
of machides such as the FPS-T20; :

© In"our 1mp[ementatlon we have chosen to’ veci'onse and parallehse over the mde«
'pendent conﬁgumt;ons n & block of the 31mulatlon, ea.ch processor havmg a typlcal
“vectdr length of 128-384. For larger parallel machines it would be more efficient to
vectorise over the 1ndependent configurations and parailehse over mdependent blocks.
" Very 'large caleulations (e 3 Hg, DZP SCF Lrlal wavefunction [28]) are dommated
by function evaluations and matrix vector operamons (see table' 1) and the T20 is es-
timated to be performmg at roughly half Cray-1S peak vector speed Programmmg
was dorie in occam-lb an extremely’ 51mple parallel progrdmmmg 1anguage with no
internal représentation of floating point numbers More recent sofbware releases mcIude
FORTRA\‘ 77, C and PASCAL o L
" The random number generator llbed was that of the Cray veotor [‘unctlon RA\IF
(a 48 bit mu[tlpllcatwe congruent:al generator 423) distributed so that V', elements
of the sequence were generated on one proce.ssor the next (nprocessor-l) “Vp, numbers
being generated on other processors, Vy being the vector length. Thus the parallel
machine behaves as one large serial processor with regard to random number generation.
Numerical tests confirm that the identical sequence to RANTFon a Cray is generated.

‘4 The helium isoelectronic sequence . . . ...

“The helium isoelectronic sequence is an ideal test bed for QMC since: the exact enecgies
are known {24,25], being nodeless two electron systems QMC should converge to the
exact result, and it is possible to employ ‘trial wavefunctions of a uniform quality to to

enable a systematic analysis of time step srror as a flunction of nuclear charge. The trial
functions used are the Hartree-Fock functions of Clementi and Roetti [26] multiplied
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by simple electron-electron Jastrow functions {27] optimised in variational calculations
by correlated sampling techniques.. These simple trial functions, used in variational
calculations, are found to recover a uniform 67%'0f the correlation energy for this
seqguence. ’

Figure 1 d;spfays the QV[CL end QMCZ energ:es of the sequence He-B3' as a funec-
tion of time step (results for C*F.F7* are presently incomplete). Calculations had an
average population of 3300 configurations, a block size of 2E; ", averages being com-
puted over 100 blocks after equilibrating for 50 blocks from the variational distribution.
Displayed error bars are twice the estimated standard error. In all cases QMC1 and
QMC2 computed energies extrapolate to within statistical error of the:exact energy,
thus any systematic error at zero time step is not resolved at the 0.0003 Fj level of
accuracy even for F7+, : :

The functional form aZ’ (Z, the nuclear charge} was found to pro‘vide‘ a reasonable
representation of the coefficients of polynomials least squares fitted to the data (these
preliminary results are based on tncompiete data). The QMCL linear coefficients fitted
to 0.05142%31% and QMC2 to 0.00252% 212, The second order algorithm provides a 15-20
fold reduction in the linear time step error dependence compared to Q\zICl Note that
“to reduce serial correlation the length of blocks over whlch averages are computed is

1mersely proportional to the time step. : : : :
© "The éfficiency gamed fraim rediiction of the Imear coefﬁclent is offset by the a,ddl-
‘tionial complemty of the tire step dependence ‘with up to cubic terms being essential
for correct Btting of the QMC?2 data. The Q‘\/ICI and’ Q\/ICZ quadratlc coefficients ft
£6°-0.0058325%% and -0.1847% 19 tespectively; the Q\JICZ cubic’ coe[ﬁments to 0. 01.3227 R
The dependence of these coefficients on such evely spaced powers of Z suggests that a
simple’ analytlc model may be found, and must be related to the analy51s of the short
“time Gréen's function given by Pollock anci Ceperley 129) and l:o systematlc deﬁmences
of the trial functions a.t the' nucIeus
7 No mgmﬁcant increase in the computed error for a gwen length of ca.lcula.txon 15
“seen, the [§ core electrons’ prox1m1ty to the nucleus not beirg dlrectly responmble for
the 1ncreased statistical error associated with similar calcufa.tlons on many electron
atoms. The latter i is most llkely due to’ compara.tweiy poorer trial wavefunctions, ad-
“ditional singularites in the local energy assoclated w1th nodal surfaces and the hlgher
‘dimensionality of thé intégrals being evaluated. 0 . ' .
Higher order methods were not investigated since for these sma}l systems the statls-
tical error is beginning to dominate and for larger systerns the eitoér arising from use of
the FNA with a finite time step swamps the STA error from within the nodal volumes,
assuming this to be of the magnitude observed in the He iscelectronic sequence.
5 The first row atoms, He-F.
The trial wavefunctions were chosen as the DZ SCT functions of Clementi and Roetti
126] with the Jastrow functions used for the’ He isoelectronic sequernice. For boron and
beryllium small MCSCF expansions were also employed, as in a previous study {30}, to
improve nodal surfaces. These functions recover only the same fraction of the 1s intra-
‘shell correlation energy ds in the He isoelectronic secjuence, and essentially nothing else.

The fraction of the total correlation energies recovered in variational calculations thus
falls sharply from 66% in He and i to 28% in B and then falls steadily to 19% in F.
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For He and Li both QMC1 and QMC2 algorithms were used, QMC2 for the remalnder.

Systematic beviour analagous to that in the He isoelectronic sequence is not ob-
served, but of course we are now varying the number of electrons and the electronic
state as well as the nuclear charge. The behaviour of the time step error is complex,
with higher order terms maore important than for the two electron atoms and extrapo-
lation to the zero time step value is not as straight forward as in other calculations with
models similar to QMC1 [14,15]. However a time step of 0.001E; ! is seen to reduce the
time step dependent error below 0.1eV for all the atoms (with the possible exception of
fluorine) this still being a tractable size of time step for a single calculation.

[nexact implementation of the FNA with a finite time step is thought to be respon-
sible for the increased time step dependence of the energy in the many electron systems
{10,14]. The FNA is also responsible for the calculations only recovering 87-99% of the
correlation energy. In some cases {e.g. Be atom) a substantial fraction of the remainder
may be recovered through use of compact MCSCF functions but in general a larger
(DZP) basis with an extensive MCSCF function will probably be necessary. However
since most effort 1s expended in evaluating the one electron basis set modest CI expan-
sions may be used without substantial additional expense once a large basis is adopted.
Numerical representations of the molecular orbitals may provide an efficient alternative
to transformation of the atomic ocbitals.

The cpu time required per time step is empirically observed to rise quadratically
with the number of electrons, the cubic matrix operations accounting for only 4% of the
cpu in calculations on flucrine. The estimated cpu time required to reduce the statistical
error below 0.1eV with a time step 0f0.005[‘3;1 rises approximately as the fourth power
of the atomic number (quadratic dependence is seen in extending systems without also
increasing the nuclear charge, such as in treating molecules not atoms). It is hard to
eshimate the Z dependance of the cpu time required to reduce both the systematic time
step and statistical errors below 0.1eV, but since the required time step is theoretically
proportional to Z* (argued [21] on the basis of current implementations of the FNA)
then the cpu time should scale as Z®. Previous suggestions for this dependence have
been Z3® [31} and 2%% [20]. In practice the dependence is not this systematic, and
higher accuracy trial functions and a more detailed implementation of the FNA will
have a substantial influence.

6 Hydrogen Molecular Ion Clusters

High accuracy conventional ab initic and QMC calculations have been combined to
generate essentially exact results for the binding energles of the molecules Hy, H7, HY,
H; and Hy. Geometries were optimised with a 3s/2p {(TZTP) basis set at the CEPA-1
level of accuracy. Comparisons with full CI calculations {in a DZP basis [33,34|) for
HZ indicate that CEPA-1 overestimates the total energy (and thus also the binding
energy) by just 0.3kcal/mole. Basis set superposition error is estimated to be of similar
magnitude in our TZTP basis,

All QMC calculations used the QMC2 algorithm, QMC being rigorously size exten-
sive {unlike SDCI) and free of hasis set superposition errors. Detailed analysis of time
step error for Hy, Hy and H} § ziven in figure 2) indicates that use of a time step of
0.01E; ! reduces errors in the total energies to of order 0 lkcal/mole DZ SCF and DZP
SCF trial functions (with electronic Jastrow factors [27] optimised in variational caleu-
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Table 2: Total electronic energies and binding energies (removal of Hy) relevant to the
hydrogen molecular ion clusters. Statistical uncerbainbies reported in parentheses.

B Total Energles / By

QMC {or exact) TZTP CEPA-1 6s/3p CISD [33] DZP Ci [33)34]_

H, -1.174475 -1.169727 -1,171430 -1.165705
HE | -1.34371(186) -1.338115 -1.340390 -1.334535
HY | -2.53153(20) -2.521331 -2.523150 -2.50987-
Hy | -3.71405(33) -3.608216 -3.67889
He | -4.89612(33) -4.874655 -4.84878 -

Binding Energies / kcal.mol™* H} , - HJ | + i,

HY 8.34(13) 8.46 8.02 8.75
Hy 5.06(24) 4.49 3.45
HY | 4.77(29) 4.21 3.26

lations) were used for Hy . The DZP function was [ound to be .5 times more éfficient
and, by improving the nodal surfaces, increased the binding energy by 1.5keal/mole
over the DZ result. All subsequent calculations employed DZP SCT $rial functions and
a time step of D,OlEgl‘ Calculations typically employed average populations of 4300, a
block size of 4E; ', were equilibrated [or 25 blocks from the variational distribution and
were run until the desired accuracy was reached {50-150 blocks). The cpu time required
to perform these calculations was found to scale quadratically with the system size, the
calculation on HY taking 29 cpu hours, dominated by evaluation of the ao basis set.

Table 3 details our results and other theoretical values [32,33,34]. Our total enegies
for HY, Hy and HJ are substantially lower than all previous calculations and the Hp and
H; energies are exact. Time step dependent errors in our QMC binding energies are
smaller than the statistical errors. The remaining errors in the binding energies relative
to Hy and H} are geometry optimisation at a lower level of theory and the fixed noded
error, with the latter assumed small. Both will serve to increase the magnitude of the
observed binding which is already greater than previous calculations.

7 Conclusions

The systematic study of the He isoelectrouic sequence has displayed hitherto unobserved
trends in the error arising from use of a finite time step. Comparison of propagation
algorithms of first and second order in the time step suggests that the second order
method has reduced errors in the energy from approximate solution of the electronic
Schrodinger equation within nodal volumes to substantially below other errors for many
electron atoms. The inexact forcing of the FNA boundary cenditions is responsible for
the large time step dependence seen in the many electron atoms, and the FNA is also
responsible for the poor total atomic energies. Two possible solutions are improved
release node techniques which currently seem insufficently stable [10] or improved trial
functions with a more accurate enforcement of the FNA {10j. The second option is
the least satisfactory, since it is still not exact in principle, but it may be the most
readily achieved and will also permit larger time steps, increasing the efficiency of
the simulation. Some evidence is also available to suggest that the substantial fixed



- node errors (10% or more of the correlatmn enervy) cancel in Lakmg chem:cal energy
differences {14]). .

We must also note that QMC remaing extremely dema.ndmg of ¢cpu time, the above
and other calculations only being possible because of our dedicated pzrallel vector pro-
cessor. The next few years will increase the power and cosh effectiveness of such machines
by several orders of magnitude compared to current supercomputers; if theory can also
provide another factor of ten in speed and additional [unctionality (i.e. quantities other
than total energies) then ‘brute force’ methods such as QMC may become attractive
when compared with the more sophisticated established methods such as configuration
interaction. At the moment QMC isonly attractive for extremely highly accuracy single
point calculations on llvht mofecules and as an independent confirmation other. ¢b initzo
caleulations.

References
(1] J.B. ANUERSON, J. Chem. Phys. 63 (1975} 1499.

2] P.J. REYNOLDS, D.M. CEPERLEY, B.J. ALDER AND WA thTER JR
J. Chem. Phys. 77 (1982) 5593. :

(38 J.W. MOSKOWITZ, K.W. SCHMIDT, M.A. LEE AND M.H. KALOS, J. Chem.
Phys. 77 (1982) 349,

4] 1.B. ANDERSON, J. Chem. Phys 60 (1976) 4121 -

5] R.C. GRIMM AND R. G bTonm,J Comp Phys . (1971) 134

6] M .H. KaLos, D. LEVESQUE AND L 'VERLLT Phys Rev. AQ (1974) 2178
7] D.M. CEPERLEY AND B.J, ALDER Phys. Rev. Lett. 45 (1980) 66.-

i8] D.M. CEPERLEY AND M.H. KALOS, pp 145-197 in, ‘Monte Carlo Methods in
Statistical Physics, ed. K. Biader (Spnnger Verlag, 1979). :

{9 D.M. CEPERLEY, J. Comp. Phys. 51 {1983) 404.

(10; D.M. CEPERLEY AND B.J. ALDER, J. Chem. Phys. 81 {1984) 5833.
11] J.W. MOSKOWITZ AND K.E. SCHMIDT, J. Chem. Phys. 85 (1986) 28868.
(12} J.B. ANDERSON, J. Chem. Phys. 86 (1987) 2839.

{131 B.H. WELLS, Chem. Phys. Lett. 115 (1985) 89.

[

{14 R.N. BARNETT, P.J. REYNOLDS AND W.A. LESTER, JR., J. Chem. Phys.
84 (1986) 4992.

D.R. GARMER AND J.B. ANDERSON, J. Chem. Phys, 86 (1987} 4025,

18] R.N. BARNETT, P.J. REYNOLDS AND W.A. LESTER, JR., J. Chem. Phys.
82 (1983) 2700.

{7] J.B. ANDERSON, J. Chem. Phys. 82 (1985) 2662.



(18] 8
f19]

20}

e

5.M. ROTHSTEIN, N. PATIL L\\{D J VRBIK, J. Comp. Chem. 8 (1987) 412,
J. VRBIK, J. Phys A 18 (1985) 1327, | |
J. VRBIK AND S M ROTHsTEN 1. (,omp Phys 63 (1986) 130

[ BiL. HAMMOND, P.J. Rm\rows A‘-éD W f\ LE&,TER IR J, Chem Phys.

- 87 (1987) 1130..

DM, CEPERLEY. |
I Cray XMP'Lib”rary' 'Reféfe'ﬁcé: ‘\/Ianuai, .C'ray Réseaféh Inhe. . .

F K. FRANKOWSKE AND €. L ' PEKERIS, Phys. Rev. 146 (’1966}46

D.E. FREUND, B.D. HUXTABLE AND J.D. MORGAN III, Phys. Rev.
A20 (1984) 980. :

I E.C. CLEMENTI AND C. ROETTI At. Data Nucl. Data Tables 14 (1984) 177. -

i R. JasTROW, Phys. Rev 08 [1953) 1179

. HARRISON AND \/[ F. GU EbT in preparation (1987) :
E.L. POLLOGK AND D.M. CEPERLEY, Phys. Rev. B30 (1984) 2555.

R.J. HARRISON AND N.C, HANDY, Chem. Phys Lett 113 (1985) 257

' D.M. CEPERLEY, J. Stat. Phys. 43 (1986) 813

R. AHLRICHS, Theor. Chim. Acta 39(19:5 49.

Y. YAVIAGUCHI J. F (mw R.B. RF\AINGTO\ AND H. F SCHAEFER II1I,

J. Chemp. Phys. 86 (1987) 5072,

| Y. YAMAGUCHI, J.F. GAW:AND H.F. SCHAEFER III, J. Chem. Phys.

8 (1983) 40T74.

60



© The Ewald sum on the FPS/164 MAX

1 Introduction .

Much has been written before about the Ewald sum and its applica-
tion to both static and dynamic simulations [1} [2}. This article will
therefore not attempt to repeat the theory.. The aim is to show how
the reciprocal space part of the sum may be reformulated such that the
bulk of the floating point arithmetic is carried out as matrix multiplica-
tion operations. This allows the very fast matrix multiplication software
“provided with the FPS/16-1 MAX to be used.. Aithough written with
the FPS in mind, the method described is useful for any architecture
where matrix multlphcat:on may be performed at a much faster rate
than ordinary FORTRAN. Overall the reciprocal space summation tuns
at 40 MFLOPS on the FPS/164 with 3 MAX boards at Daresbury. This
. should be compared with 200 MFLOPS 6n the CRAY XMP. The direct
space part of the sum is slower on the 164 by*a factor of 20 compared
with the XMP. The MAX boards cannot be used for this part of the
sum. However, it is possible to adjust the Ewald parameter o such that
the bulk of the arithmetic is carried out in the reciprocal space sum with
a larger reciprocal space cutoff and a smaller direct space cutoff. The
direct space part of the sum will not be discussed further here. i —

The expression for the reciprocal space part of the energy and forces
on a partlcle i i3, following L] equatlon (llb)

ZA(k Zf}'} 1kor q‘ —l.ku } (1)

- F; = Z A(k)ks}g(z q'j-e'.‘_k‘ri)q,:g*"k'r-'] ()

._ k i .

Where . . . T L
Ak = e ( aae) w0

The notation follows [1] except that V' is the unit cell volurme. The sum
over k need only be carried out over half of reciprocal space and the
final result doubled since reciprocal space is always centrosymmetric.
The z component of the reciprocal latbice vector will always be taken as
positive.
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In general, the unit cell may have any shape and in the above expres-
sions k is 27 % a reciprocal lattice vector in orthonormal coordinates and
r is an atom position in orthonormal coordinates. [t is more convenient
to work in a coordinate systern defined relative to the unit cell lattice
vectors. Let I, be a matrix in the orthonormal coordinate system whose
columns are the unit cell lattice vectors., Then the coordinates of an
atom R in the non-orthogonal crystallographic reference frame may be
defined as

r=LeR

The reciprocal lattice vectors in the new refererice frameé transform to
k= K ° L"
.whe.are K lf.': ﬁow er tlmeé an mteger vector .Hence.
ker=KoL 'sLeR=KeR . .

'F'qu"a;ti'ons::(l) and (2) may be wrltten in terms mteger remprocal
: lattzce vectors and non orthogonal atom posltlons

eﬁw--ZA %Z% *K"R)q_‘K'Rl RO
z OIS e R

2 Description of method -

“The gz:a.l.u.l[é..t'iori is divided into seven s.e(..;.tio.hs..:_ o

2.1 Step L. Calculate A(k).

The A(k) factors are calculated according to (3). ‘Note that these do not

depend on the positions of the atoms in the unit cell, so only need be
caleulated once if the unit cell shape is not allowed to change.

2.2 Step 2. Factorization

The second step is to factorize the complex exponential. This greatly
reduces the computation time since the factors may be evaluated by
complex multiplication rather than a complex exponentiation,

g .K R _ =g e:K;R,e:'KyRye:'K:R;

The complex exponentials ez"”R?, e*™ Ry and ™% must be calculated.
Then the higher values of & are calculated by complex multiplication,

Q22T _ p2rilte o eﬁrriR;T-

-~ If the maximum reciprocal lattice vectors in’ the z, i and z directions
are N, N, and &, respectively and there are M atoms in the unit cell,
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the factors are stored in three matrices V,, V,and V,. V; isa M by
2N; matrix with columns alternately the real and imaginary parts of
the complex products. The K, = 0 véctor is not stored. The elements
of V; are multiplied by ¢;. V, is a M by 2§, matrix. V, is a M by
2N, ++ | matrix. Column 1 of V, is the real part of the K, == 0 vector
and has all elements set to 1.

2.3 Step 3. Calculation of the xy product matrix

The complex product of the factors e+ fe™® Ry {3 now calculated and
stored for all A; and K. In this calculation allowance is made for K, =
0 and K, =0, as well as calculating the complex conjugate product.

1 Row The real part of K, =0, Ky == 0 is set equal to'g;.

2N, Rows These rows are the transpose of ¥V, multiplied by ¢;; and
are for K, =0.

2N, Rows These rows are the transpose of V.

4N, N, Rows These rows are the complex produck of two non-zero K
and A, vectors followed by the complex conjugate product. The
praoducts are calculated in the same DO loop since they have the
same multiplications in them. This gives a matrix V4 of dimension
(1+20:)(1+2N,) by M.

2.4 Step 4. First rr']atrix”product._

The matrix product V'V, gives 2 matrix W whose elements contain
the real and imaginary parts of 3, g BB W s a (14 2M,)(1+2N,)
by (1 + 2/N,) matrix. Henceforth the following notation will be used:

Czy 1s the real part of Vi
Szy 1s the imaginary part of V),
C, is the real part of V.,
S5, is the imaginary part of V,

S (Cuy +iS5) % (G, +i8.)

Zczycz - Zsrysz +1ix (Z CIySz + Zszycrz) B
bl ) : i 7

1
= VVCC — WSS +ix (I’VC:S 4 Wsc)

Il

The product of the complex conjugate of the zy vector with z will also
be needed, giving the reciprocal lattice vector —z — yz.

> (Cay —152y) % (C +iS,)

; .
e S0 T8 ¢ (£ - D500
j j 4 d

e ]"VCC wha WSS ':‘t b4 (LVCS - WSC)
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Equations {4) and (5) may be rewritten using this notation: -

(.f"f: R Z:A(xyl)m{{(w‘gc - W_gg) L% (WC'S + Wgc)] P4
(Cay - iszyj X(Co 183} . - - . | (6)

-F; = Z Alzy2)klzy2)S{[(Wee ~.W;gs) + 1 >( (Wes + Wae)) x

ryz

(Coy = i80) % (Cr=iS)} ) K

" Step 5. Setup for second matrix product |

Lquatlons (6 ) 6} and (7) are now rearranged so that another maérix product
may be carried out, First the terms in zy# and —~z - yz are written
explicitly.

o = ). R{{A(zya)|(Woe ~ Wss) +i(Wes + Wso))x

Tyz, >0 S
(C'-W - 'I‘Szy) + A(-“;l‘ - yz){[ch + I'Vss) + ?:U'VCS - pVgc)} X
(Cay +iS2y)} x (Cy —i5:)}

= 5 TRl

Coz,z>0 xy : e
(A (.’:yz)(WCvc - W,:,S) + A(— yz](Wc'c + Wss)| X Cypy
.‘*rA(xyz)(ch +Wse) — A{~z — 'yz)(['Vc_g - Wsei x Say
+HaA(zyz)(Wes +Wse) + A(—x — y2)(Wes — Wse )l X 1'C'gu"
- Alzy2)(Wee — Wes) + A(—z — y2)(Wee + Wag)] % 19}

x (C; ~15,)}
= > Y R{XecCey + XosSsy +1XscCoy + 1 X535y}
2,0 oy
x(C; ~15:)} (8)
“Fy o= Y Y S{{YocCay + YesSay +iYseCoy + Y555}
z2,z2>0 BY
<{Cy —15,)} {9)

Where:

Yoo = Alzyz)k{zyz){(Wee ~ Wss) +
A(-x - y2)k(—z — yz)(Wee + Wss)

Yeos = A{zyz)k(zy2)(Wes +Wse) -
A(~z — y2)k(—z - y2)(Wes — Wsc)
Ysc = Alzyz)k({zye)(Wes + Wse) + -
A{—z ~ y2)k(~z - y2)(Wes — Wse) |
Yss = —A(zy2)k{zyz)(Wee - Wss) +

Al—z ~y2)k(—z — y2)(Weo + Wes)



In the above equations, allowance must be made for the terms for
which z, y or 2 are zero.

2.6 Step 6. Second matrix product

The elements of X and Y in equa.mons (8] and (9 ) are wrltten into one
large matrix V. For each pair of reciprocal lattice vectors k(zyz) and
k(~z — yz) 8 elements of the array V5 are written. These are shown
below, together with two elements [rom the array V.

Xce  Xos Czy o
Xs¢ o Xss  Szy
Ysc:  Yssz
—Yeer —Yesz
- Ysey  Yssy -
Yooy —Yesy
Yscz  Ysge
~Yece: —Yc.z-r'
The following notation will now be used -

Vsit = Xe¢ ot Yeca

V= Xos o Yssa

Vsat = Xso ot ~Yoga -
o S Vem=Xec of =Yesa
 Where o =z, y or 2. Fewer elements wnli need to be wrltten for the
* special cases of x = 0, y = 0 and z = 0. It may be shown that the
array Vs has dimensions 4(1+2N,) by (1+2N,;){1 +2N,). The matrix
product VsV = V; then gives the sum over zy in equations (8) and (9).
"The matrix product is carried ont as one large product rather than four
smaller products as this reduces the overheé.ds on the FPS associated
with loading the MAX boards with one of the matrices.

2.7 Eatep 7. Final scalar product

The final step is to carry out a scalar product over all of the real ‘and
imaginary parts of Vg with V. The following notation will be used.
Voo = L[VSILCmu + stzszys
. ”
V L Vamc':g + VazzS:.y]
S TR
Equations (8) and (9) now become:

gb; ’RZ VGC’ + iVss)(Cz ) :
= ZVgccz; + ZVGSS:! (10)
F-4 -
F = 3 (iVee - Ves)(Ch —i5:)
£
Y VecCyrt Y VesS, N (11)
F F



3 Cutoffs -

The choice of Ewald parameter « determines the cutoffs used in the
direct and reciprocal space sums. The expressions used are taken from
(3]. Let A be an accuracy parameter with the direct ancl rec1procal space
sums calculated to thl‘i accuracy Then '

f=(~nA) 2,

I‘he dlrecb space cutoff is rpiap = f/ and I;he reciprocal space cutoff 1s
kwmaz/27 = ef /7. The value of o chosen to give approximately equal
numbers of terms in the two series is:

Q= (M?TS/V'z)lfﬁ

However, this value of o may be changed to make the reciprocal space
cutoff larger and the direct space cutoff smaller. The maximum recip-
rocal lattice vectors in the z, y and z directions ¥, Ny, and N, are
determined from the formula given below.

N, = (k maz/br )/ i1

where 1, is the £ column of the L matrix defined in the mtroductlon

Usually all vectors outside the spherical cutoff are omitted from the
calculation. The method as described so far includes all vectors within a
cube (parallelepiped in general), Hence the number of vectors calculated
1s approximately twice the number within the spherical cutoff. This may
be improved by omitting those lines in reciprocal space in the z direction
which do not intersect the cutoff sphere. The ratio of the total number
- of points calculated to the number ia the cutoff sphere i now reduced
to 1.5. The cutoff is applied in step 3 above, the row dlmensmn of the
matrix V4 will be less than (1 + 2N {1+ 2Ny). .

4 Timings -

The times given below are for 1000 basis atoms with a reciprocal space
cutoff ¥, = N, = N, = 9. This gives 3429 reciprocal lattice vectors
within the cube. Of these, 1559 are within the spherical cutoff. There
are 181 lines of reciprocal space points in the z direction, of which 131
intersect the cutoff sphere. This zives a total of 2489 reciprocal space
points calculated by the matrix methed.

Timings on FPS and XMP in seconds
STEP FPS | XMP | FPS/XMP
l 0.051 | 0.0016 22.0
2 0.153 | 0.0031 53.0
3 0.218 | 0.0056 390
4 MAX 10,211 0.0493 4.3
5 0.0192 ; 0.0020 10.0
6 MAX | 0.650 | 0.1977 3.3
T 0.053 | 0.0016 33.0

Total 1.354 | 0.2850 3.3
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The total time on the XMP using the full spherical cutoff without
any matrix multiplication was 0.330 s. This is slightly greater than the
mabrix multiplication time despite there being fewer vectors calculated.
Steps 2, 3 and 7 are all memory limited on the FPS. They could =il be
qpeeded up by a factor of 2-3 if the table memory were used, but this
part would need to be programmed in assembler. On the XMP, vector
loops can carty out three véctor memory references simultaneously, so
the loops are not memory limited.
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~ CRAY VECTORISED LINK CELL CODE
DM, Heyes and W. Smith
September 21, 1987

1__ | Introduction

In the last issue of the CCP5 Newsletter one of us presented a ’specula-
tive’ method for handling moderately large numbers of particles on the
CRAY-1, using approximately 1000 particles [1}. Since then the need to

- go to yet larger numbers of particles, ca: 5000, has arisen! This moti-

. vated us to adapt the Link Cell, LC, method to run on the CRAY. This
method is the only scheme feasible in such a regime we believe { unless
CCP5 readers can inform us to the contrary!}). 1t involves breaking the
MD cell into smaller sub-cells, each of minimum side-length greater than
the truncation radius for the interactions. This enables us to modify the
double FORTRAN DO-loop where one evaluates the forces so that one
can pre-elimninate interactions beyond the tnteraction truncation radius,
The two-particle sum becomes esgsentially a two sub-cell sum. For each
sub-cell pair one finds the contents using a rather elegant scheme which
chains the particle indices together. The nunvectorised version has been
amply discussed elsewhere by both of us {2,3]. We only give the essen-
tial code here, other MD details can be found in [1,2,3]. Notation is
reasonably consistent between these.

We find this code is marginally faster than the method given in [11 for
N=1372 . At LJ reduced densities of 0.6 and 0.8442 the time steps are
0.26 and 0.45 sec for this method, whereas it was a density independent
0.5 sec in [1]. It is for much larger N that the real benefits of the LC
method become evident. For N:=2048 the meihod described here takes
0.37 and 0.57 sec CPU, respectively, For N=69{2 we have 1.22 and 1.539
sec, respectively . (NLX=9 and 8, respectively in the last case.)

This is undoubtedly not the last word on this subject! We felt that
this preliminary report was warranted to spur a move towards the most
efficient codes in the MD field. {PS If you discover any improvernents,
please let us know!)

References

{1] D.M. Heyes, ”Information Quarterly for Computer Simulation of
Condensed Phases”, June 1987, No. 25, p. 57.



2) D. Fincham and D.M, Heyes, ”Recetit' Advances in Molecular Dy-
namics Computer Simulation”, Advances in Chemical Physics, 1985,
J. Wiley Sons, pp 493-575. - S '

| 3] W. Smith, " Information Quarterly for Computer Simulation of Con-
densed Phases”, March 1986, No. 20, p. 52
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2.

[ S

ONONONS:

110

OOOOg_

The Vectorised Code.

PARAMETER (N=2048, NVECT=500 NDOUB= 1000) __
DIMENSION LTOP(NDQUB),LINK(N),NIX(14},NIY(14),N1Z(14),
RX(N),RY(N),RZ(N),FX(N),FY(N),FZ(N),JADDR{NVECT),
FXI(NVECT),FYI(NVECT) FZI(NVECT) RXX(NVECT),
RYY(NVECT),RZZ(NVECT),POTRI(NVECT),POTAI(NVECT),
PRI{NVECT)

DATA NIX/ 01-1-1-1,0, 0,1, 1-1,0, 1,-1,0, 1/
DATA NIY/ 0,01, 1,1,0,0,0,-1-4,-1,1,1, 1/
DATA\‘IZ/O 0,0,0,0,1,1,1, 1, 1 1,1,1,1/

THE MORE LI\'K (‘ELLS YOU CAN SQUEEZE INTO THE \/ID
CELL THE FASTER THE CODE WILL RUN.

CX=8/FLOAT(NLX) ! THERE ARE NLX LINK CELLS ACROSS THE
NCELLS=NLX*NLX*NLX ! BOX. THIS IS A CUBIC MD CELL
FNLX=FLOAT(NLX) ! CU IS THE INTERACTION CUT-OFF

FNI= LO/FLOAT( ) | THERE ARE N PARTICLES IN THE MD CELL
CU2=CU*CU

........... ' A LOT OF MD CODE, BASICALLY INITTALISATION.

THIS IS THE FORCES LOOP.

CALCULATE LINK CELL INDICES

DO 110 L=1,NCELLS ! NCELLS 1S THE NUMBER OF LINK CELLS
LTOP(L)=0 ! LTOP CONTAINS THE LEADING INDEX FOR EACH LC
DO 1654 I=1,N

FX(I)=

FY(I)=

FZ(1)=0.0

[X=INT{FNLX*RX(I})/$) | EACH TIME STEP WE FILL THE
IY=INT(FNLX*RY(I)/S) ! CONTENTS OF EACH LINK CELL
IZNINT(FNLX*RZ(I)/S)

J_LTOP(ICELL)

LTOP(ICELL)=]

LINK(I)=J ! THE END OF THE CHAIN IS WHEN LINK(I)=
CONTINUE

PRIMARY LOOP OVER ALL CELLS
SET CONTROL VARIABLES FOR LOOP CVER CELLS
IX=1

IY=1
1Z=1
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99

PRIMARY LOOP OVER ALL CELLS - -
DO 5001 IC=1,NCELLS '
I=LTOP({C)

BYPASS CELL IF EMPTY
IF (LEQ.0) GOTO 001 .. . ..

M=0 5

M=M+1 S

JADDR(M)=I ! THIS IS A CONTIGUOUS ADDRESS LABEL ARRAY
RXX(VI) RX(I) L TO PRO\zIOTE VECTORISATION

RZZ( )= RZ}(I)
I=LINK(I)

IF (L.GT.0) GOTO 99
MSTART=M

SECONDARY LOOP OVER NEIGHBOURING CELLS
DO 4001 KC=2,14

$X=0.0

SY=0.0

§7=0.0

JX=IX+NIX(KC)

JY=IY+NIY(KC)

JZ=172+NIZ(KC)

MINIMUM IMAGE CONVENTION

IF({IX.EQ NLX).AND.(JX.GT. IX))THE‘\I :
IX=1 5
SX=S e
ELSEIF((IX.EQ.1).AND.(JX.LT.IX))THEN . .
JX=NLX o
SX=-S

ENDIF L
IF((IY. EQ.NLX) AND.(JY.GT.IY))THEN -~ .
Jy=1 .
SY=S§ )
ELSEIF((IY.EQ.1).AND.(JY. LT, IY))THEN :
JY=NLX

SY=-S

ENDIF

[F((12.BEQ.NLX).AND.(JZ.GT. IZ))THEN

J7=1 .
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SZ=

ELSEIF((IZ EQ.1).AND.(J2.LT.1Z)) THEN
JZ=NLX

$7.=-9

ENDIF

C INDEX OF NEIGHBOURING CELL -
JC=IX+ENLX*{(JY-1)+NLX*(JZ-1))
J=LTOP(JC)

C BYPASS CELLIF EMPTY
- - IF {J.EQ.O) GOTO 4001
(99 M=M+1

JADDR(M)=J

RXX(M)=RX({J)+SX

RYY{M)=RY(J)+SY

RZZ(M)=RZ(J)+SZ

J:LINK(J) : o

F (J.GT.0) GOTO 199

4001 CONTINUE
C WE HAVE NOW FINISHED FINDING ALL NEIGH. PARTICLES OF BOX IC,
MAX=M
IF (MAX.GT.NVECT) STOP
MSTARTI=MSTART
IF (MAX.EQ.MSTART) MSTART1=MSTART-1
IF (MSTART1.LE.0) GOTOQ 2748

c NOW DO THE PARTICLE-PARTICLE INTERACTIONS
DO 6001 IM=1MSTART1
RXI=RXX(IM)

RYI=RYY(IM)
RZI=RZZ(IM)
MM=0

C DO THE INNER VECTORISED LOOP.
DO 6002 M=IM+ [, MAX
X=RXI-RXX(M)

Y=RYL-RYY(M)

2:=RZL-RZZ(M)
RR=X*X+Y*Y+Z*Z
RRI=1.0/RR
RRI=CVMGP(RRL0.0,CU2-RR)
MM=MM+1 |
R6[=:RRI*RRI*RRI

72



RI2]=R6I*R6I : .
POTRI(MM)=4.0*R12I ! LENNARD-JONES POTENTIAL USED HERE
POTAI(MM)=-4.0*R61
FF==24,0%(R121+R121-R61)*RRI
PRI(MM)=RR*FE =
FXI(MM)=X*FF
FYI(MM)=Y*F[
FZIMM)=Z*FF ...

8002 CONTINUE

 MMAX=MM :
[F (MMAX.LE.0) GOTO 2748
1==JADDR{IM)
FX()=FX(I)+SSUM(MMAX,FXI,1} ISUMMATION ROUTINE
FY(D=FY(D)+SSUM(MMAX,FYI 1)
FZ(D)=FZ{I)+SSUM(MMAX,FZL,1)
UR=UR+SSUM{MMAX,POTRI,1)*FNI
UA=UA+SSUM(MMAX,POTAIL1)*FNI
PRES=PRES+SSUM(MMAX,PRI,1)%0,3333333* VI
DO 3422 KK=1,MMAX !PART NOT YET VECTORISED (!)
J JADDR(WIH(K)
FX{J)=FX(J)-FXI(KK)

IrY(J) FY(J) FYI{KK)
PZ())=FZ(1)-FZI(KK)

3422 CONTINUE

2748 CONTINUE

6001 CONTINUE

e PRIMARY CELL INDEX CONTROL SECTION
[X=IX+1 .
[F(IX.GT.NLX)THEN
[X=1
IY=I1Y+1
IF(IY.GT.NLX)THEN
1Y=1
1Z=121
ENDIF
ENDIF

5000  CONTINUE

......... LOTS MORE MD CODE...
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CCP5 Literature Survey - Addendum 2

S.H. Lee, J.C. Rasaiah and J.B. Hubbard
\Iolecufar dynamics study of a dipolar fAuid betwpen charged plates.
J. Chem. Phys. 85 5232-5237 (1986) S

S.H. Lee, J.C. Rasaiah and J.B. Hubbard -

Molecular dynamics study of a dipolar fuid between charged plates 1
J. Chem. Phys. 85 2383-2393 (1987) e
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Ipsw;dtIP‘S?Rr.- L .

{ES) SPECTROSOOCY OF mmmc S'm'rﬁs m mrm.s mo SEMICOMDUCTORS (wed, 'mur)
Speakers will include U.vor Barth (Lurd), J-C- Fuggle {ijmegen} R.Godby: (Cam.brldge} .
K.Rash {RSRE Malvern) '
Organiserg: DT.P-J. r.m.ham Theory Group,sm,.naresmry Laboratory. Daresbury,
warrington Wad4 4AD and Prof.J.C.lokson (Execer).

() POLYMERS AND LIQUID CRYSTALS (Wed, Thur)
Speakers will inciude H-Finkeloarm (Freiburg),
{Bristol), H.Ringsdxf (Mainz)

Organisers Dr. M Warner, TOM,Cavendish Laoratory, University of Cambridge, Matingley
" Road, Cambridge (B3 OHE.

J.M.F.Gioa (Ruther ford), A.XKeller

(1} PHYSICS OF SOLIDS AT HIGH PRESSURES (wWed). .
Speakers will include A.R.Adams {Surrey), J.M.Besson {Paris VI)
atga.mse: Prof C 8.L.Goodwman, §-T-C. ’I‘edlrx)logy Lendon Read, Harlow, Essex QM7 9NA.

{SP] PHYSICS CF 'I'I{E SPUI'["E.‘.RIJ&E E'RjCESS (\-Jee:i} . . . .
Speakers will. include 4.H.Andersen {&pmhagen) A.Benninghoven _(Mu.nster), G.Carter--
(salford), B.Sundquist {Gppsala)

(rganiser: I R.wWebb, Dept.of Electrmlc and x:.lectrlcal Ergineer ing, University of
Surrey,Gu:ldford Surrey GU2 E'X.H .

{NS) SCATTERING OF WEUTRONS FROM DISORDERED SYSTEMS (Thur) ]
" Speakers will include J.E-Enderby (ILL,Gremcble). P.Gaskell {Cambridge), R-McGreevy
{Oxford), A.K.Soper {Ruthecford).
" Organiser:{r G.W-Meilsan H.H.Wills physics Laboratocy, University of Bristol,Bristol
B L.

(ST} SURFACE AND INTERFACE PHYSICS OF AWANCED SEMICONDUCTORS (Thur,Fri)
Speakers will include: R- Bgdell (Imperial}, M.J.Kelly {GEC), J.B.Pethica (Oxford),
W. Richter {pachen), F. wan der Veen [Amscerdam), J. Vemables (Sussex), R.Vincenc
{hristol)
Omganisers: Dr.D.Cherns H.H.Wills physics L}boratow, University of Br].:.tol Bristol
‘388 lTL. an:l Prof R H.H‘ll.\am. (Carmtf} [ R A

SI‘ATISI‘ICHL MEI]tANICS Ot- DI&KJRDER._D 2D INﬂmmE{)US SYSTEMS ( ri, Posters Thur:l
Speakers. will include D.J.Amit (Jerusalem), M.Gillan (Haswell), P.R.King (B.P.),
E-R-McDonald (Cambridge), D.W.Gxboby {Chicago) .

Organisers: Dr R.Evans,ii.N.Wills Physics Lakoratogy, Umvecsxty of fBristol, Bristol
BSS 1TL and Or R.Ball (Canbridge) .

(s

(M) MAGNETIC INFORMATICN STORMGE {Fri, Posters Thur}

Sprakers will include R.Carey {(Coventry), P.J.Gruxdy (Salfocd), J.C.Lodder (Twente),
D.Mapps {Plymouth), B-K.Middlevon {Manchesier), D.E.Speliotiz (Burlington: to be
ot irmed}

rrEniser: [ PLY.Grudy, Dept. of Applied Physics, University of Salford, Salford
MIGWT

(G)  GENERAL.TOPICS (Thu,Eri). e _
rganiser: Gr.D.A. erumi II.H.wills Physics laboratory, University of Bristol,
. Bristol 858 ITL. . . . . e )

Abstracts are invited for contributions to the symposia. These should ba typad in
sirgle-line spacing with the title in capital letters. The compleke abstract, including
title, authors' names and addresses should oocupy an arsa WOT FEXCEEDING 165mu wide arxd

110em high. please send them dlrectly tiz the aporopriate symposivm crgeniser lisked above,
BEFGRE 2 NOVEMBER 1587. . PRV

PROIVISEONAL PROGRAMME
Mexxlzy 34 and Tuesday 15 December

SATELLITE MEETIMG O HIGH T SUPERCCHIUCTIVITY {sée separate notice) .
Hedrﬁday 16 Decemier Thursday, 17 December

OPENING ADDRESS by Sir (harles Erank ~ 09.00 MOTT LECTURE {I_a:za.n.di}
09.45 PLENARY (varmj o . ... ... . 09.45 PLENARY (Bart}
10.30 QXFFEE S AT e T 10030 Coffee

11.00 swrosia (D, Es,h,f«m 11,00 .. SMPOSIA. (D, ES.PNS) - .
14.00 PLENARY (c-arﬂrasemax) B
14.45 PROSTERS (D, ES,SP,HP, G) and Tea

16.15 SYWEOSIA {D,E5,S0,P) EETIRE
12.00 Dinner in Halls of Resldence '

20.45 JIoP Open Meeting; SERC Presentation

. - f-“rlday, 18 De:ced:uer
.0 PL.f-:am_Ry {Berko)
.45 PLEMARY. {Ben-y)
.30.-0:-ffee .

00 MIA SI,M,SM G)

17,00 @n.f.erm_,c_lqs@s

. The Conference is ooen' to all 1nterest-_><.:.. The encLosed (yellow) Regmtratwn E‘om'
ard a ranltmnce Eor Eeﬁ.—s a.nd athec charge-s should be se-lt R

MRS L I"'I.IRPH! (Solld Stat.e CGmfecence} ’
H.H. HxLLs Physuﬁ Labl:)mtory Umver 1ty of anml arlsbol B8 1T

THE CLOSTNG DATE POR RP?LICNI‘ICBE IS 20 M 1967 a‘\f‘_c_r U\lb date there is o
quarantee that applications will be accepted or that accommadacion will be avaiizble.



