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Editorial 

I t i ' probilbly part of the cycle of things 

f 0' that it occasionally becomes necessary to 
contributions for the CCPS Newsletter. StJch is 
This does not however indicate that there is 
interest in the newsletter itself, ns rarely a 

appeal 
the case now. 

diminishing 
day goes by 

when '-le 

I t i s 
ore not usked to add 
therefore important 

more n<J.mes 
to remind 

to Cl\Jr moiling list. 
ot\r reaclers that the 

newsletter is very depenclent on their entltusiasm if it is to 
keep going. 

The 
number of 
quickly 

CCPS newsletter is on interesting pulllication in a 
ways i. t published regularly, 
(within three months '" 

articles 
less), it 

<lppear s 
has nn 

international reaclcrship nnd 
the paJblication of novel 
these is tlte fact that 

it is itlformal enough to allow 
or speculative ideas. Added to 

publication~ that 
simulation 
should be 

methods 
well worth 

discuss 
nnd 

there 
the 

<'l l l 
supporting. 

are !'Urpris~ngly 

computational 
For these 

detail~ 

reasons 
of 

" 
So to encourage our readership we announce that we 

would be pleas~d to receive contributions from anyone active 
in the field of computer simulation of condensed phases, 
anywhere in the world! We would also be particularly pleased 
to publish material from postgraduate rese~rchers, who often 
have some original ideas to contril1ute to the computational 
art. We await your contributions! 

In view of tl1is appeal it 
thank the contributors to this 
prosper! 

i s a 
months 

special 
issue. 

Contributors 

D, Brown 

C.R.A. Catlow 

R.A Jackson 

J.E. Quinn 

Department of Chemistry, 
U.H.I.S.T. Sackville St. 
Manchester ~60 lQD. 

Department of Chemistry, 
University of Keele, Keele, 
Staffs. ST5 SBG. 

DAP Support Unit Queen ~ary 
College, Hile End Road, 
London E l 4NS. 

pleasure to 
Long may they 

W. Smith Theory and Computational Science 
Division, S.E.R.C. D~resbury 

l 



L. 1.-Joodcock 

Laboratory, Oaresbury, ~~rrington 

1.-JA4 4AD. 

Department of Chemical Engineering, 
The University of Bradford, 
Bradford, Yorkshire B07 lOP. 
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Gene~al News. 

a) CCPS is to organise a meeting entitled ''Industrial 
ApplicotiollS of Computer Simulation''. The meeting will take 
place at tl1c Royal Institution in London fr~m lith. to JJth. 
January !988. The purpose of the meeting is to discuss the 
application of the simulation methods associated with ccr~ 

(i.e. molecular dynamics, Monte Carlo, energy minimisation 
etc.) to industrially significant problems. The organisers 
of the meeting will be Prof. C.R.A. Catlow and Dr. N. 
Quirke. Readers interested in taking part in this meeting 
should write to Dr. N. Quirke B.P. Research Centre 
Chertsey Road StJnbtJry-on-Thames, Middlesex TWI6 ?LN. 

Further news of this meeting will be annotJnced later. 

b) CCPS is also to organise 
organic applications of 

provisioll&lly, is scheduled 
this vill be revealed as the 

a meeting on the BlJbject of bio-
computer 

for Easter 
simulation, which 

1988. More details of 
organisation develops. 

c) At the 
took place 
Committee 

lost meeting of the CCPS Steering Committee which 
on 9th. January the composition of the Executive 
was changed in accordance with the usual 

procedure. Professor C.R.A. Catlow was elected as the new 
CCP5 Chairman to replac~ Dr. J.!{.R. Clarke. In addition Drs. 
R. Lynden-Bell, s. Parker and M.P. Allen were elected to the 
Executive Committee. The outgoing members being Drs. 
Quirke and P.A. Madden. In addition to these changes; Dr. 
leslie has taken the responsibility of Secretary to CCPS 

N. 
H. 

and 
The Dr. W. Smith will now handle the CCPS Program Library. 

composition of the Executive Committee is thus: 

Professor C.R.A. Catlow (Keele University and Daresbury)-
Chairman, 
Dr. M.P. Allen (Bristol University) 
Dr. o.M. Heyes (Royal Holloway and Bedford New College) 
Dr. M. Leslie (Daresbury) Secretary 
Dr. R. Lynden-Bell (Cambridge University) 
Dr. s. Parker (Bath University) 
Dr. w. Smith (Daresbury) Program Librarian 

This would seem to be the place to thank the past 
members of the Executive Committee for their work on behalf 
of the CCPS community. In particular it is appropriate to 
thank Julian Clarke, under whose chairmanship for the past 
thr~e years CCP5 has been extremely successful. 

3 
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d) The CCPS Executive Committee wish to announce to oll U.K. 
participants in CCP5 t!1at it has set aside a part of the 
CCPS budget for the purpose of assisting collaborative work 
in the U.K. simulation community. Tl1ese funds are to assist 
with expenses for travel between collaborating centres. So 
far, CCPS has agreed to assist the following collaborating 
groups: 

J. Clarke and D. Tildesley (Transport Properties) 
S. Parker and G. Price (l.attice Simulations) 
M. Allen and G. Evans (t!ard Ellipsoids), 
K. Singer and W. Smit~ (Quantum Simulations) 
Other groups who wish to be considered for this assistance 

C.R.A. should write to the CCPS Chairman, Prof. 
Department of Chemistry, University of Keele, Keele, 
STS SBG. 

c~tlo~, 

Staffs. 

e) The CCPS Excctltive Committee also wishes to U.K. 
participants that it has ~n annual allocation of Cr~y time 
at each of the centres London (Crny ls) and Rutherford 
(Cr~y XMF-48), which is available for the development of 
simulation programs prior to a grant allocation. At present 
CCPS is allocated 15 hours a year at London and 5 !1ours 
quarterly at Rutherford. Readers ~ho wish to use some of 
this allocation should write to the CCPS Secretary, Dr. M. 
Leslie, TCS Division, SERC Daresbury Laboratory, Daresbury, 
~arrington WA4 4AO. 

f ) The Rutherford and 
is now up 
privileged 

and running. 
users, who 

Appleton Computer Centre Cray XMP/48 
It is currently accessible to a few 
are running jobs to test the mac!\ine 

in a working environment before it becomes available to the 
wider academic community in April. 

In time it is expected that the CCPS Program Library 
will be modified to run on the XHP and Jtsers who would like 
to see any specific programs converted immediately should 
contact the CCPS Program Librarian, Dr. ~- Smith. 

g) The University of 
has described the 
running soon on the 

Manchester Regional 
service 

Computing Centre 
which they will be 

It wa~ originally 
new VM/CMS 
Amdahl 5890/300. 

intended to run the three domains of the Multiple Domain 
Facility to deal with: (i) the service currently supplied by 
the Amdahl 470 V/8; (ii) a national VM/CMS service and (iii) 
a Manchester local service. 
possible with the current 
services will run initially 

However only 
hardware and 

on one domain. 

4 

two domains are 
so the last two 

Some disruption 



of the existing service is expected 20-23 Murch 
the peripherals of the 470 V/8 to the S890/JOO, 

6 

to reconnect 

followed by 
acceptance tests. The experimental VM/CMS service is 
expected to be available in early May. A useful description 
of the VH/CMS service appears in the March UMRCC Newsletter. 

An important aspect of the operation of all the national 
computing centres (London, Manchester and Rutherford
Appleton) will be the new Peer Review system for the 
allocation of computing resources. Everyone involved in 
scientific computing in the UK should 11ecome familiar witl1 
this. The UMRCC newletter for March 1987 and the ULCC 
newsletter for February 1987 both carry details of the 
agreed procedure and are tl1us r~~ommended reading. 

h) Tt1e University of London Computing Centre has now 
upgraded its front end computer to an Amdahl 5890. The 
second phase of this upgrade will involve the introduction 
of new disc storage devices (Amdahl 6380 disc drives, which 
are 3380 compatible). During tl1is phase both 3380 and 3350 
discs will be used but eventually only 3380 discs will 
prevail. This change will l1ave an impact on data storage at 

London and users are advised to reassess their data storage 
habits. 

i) U.K. CCPS 
Laboratory the 

participant9 
S.E.R.c. has 

are reminded that at 
available an FPS [64 

Daresbury 
attached 

proceasor, currently with 3 MAX (matrix accelerator) boards, 
which is available for grant supported computing within the 
Science Board Community. U.K. research groups are invited to 
apply informally to Dr. J.E. InglesfielJ, at Oaresbury, for 
time on the FPS for benchmarking purposes. If the FPS proves 
viable for a given project, a formal application may be 
made. Advice on using the FPS at Oaresbury may be obtained 
from the User Interface Group (in the person of Or. D. 
Taylor) or from the CCPS representative Or. W. Smith. A 
document entitled 'Using the FPS Attached Processor at the 

Daresbury Laboratory' by Dr M.F. Guest is available from 
the User Interface Group. 

j) Concurrent Computing Ini~iativc at Daresbury. 

A new advanced research computing group has been set 
up at Dareabury to develop large scale computational codes 
for a number of scientific applications in a highly parallel 
computer environment. Central to this project is the 
recently acquired FPS-T20 hypercube, 16 po~erful processors 
interconnected as a 4 dimensional hypercube or tesseract 

5 
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Each node of the T-machine comprises an Inmos 
transputer, 1Mb of memory and 3 Weitek floating point chips, 
giving a realisable 12 Hflop performance per node on highly 
vectorised code. Thus the total peak performattce is 192 
Mflop with 160 Hflop having already been demonstrated on a 
distributed matrix multiply. The machine is frontended by a 
Micro-Vax II running Micio-VMS 4.4 and Initially the 
T-machine is only programmable ill cecum. !lowever a software 
release scheduled for August will provide both Fortran and 
C, and also move to a Unix frontend operating system. 

Plans for upgrades are already in place and it is 
anticipated that the system will evolve to be an extremely 
powerful Fortran engine for both scalar and vector code. It 
is only by exploting the inherent parallelism of most 
scientific applications that one can hope for the ~everal 

orders of 
by many 
number a 
realise 

magnitude increase in computational power required 
applications. Current supercomputers with small 

of expensive processors sharing memory c~nnot 

the 1000 fold increase in power offered by highly 
concurrent, distributed memory architectures. 

R.J.Harrison and M.F.Guest. 

SERC, Daresbury Laboratory, Warrington IJA4 4AD. 

k) The international conference entitled 'The Impact of 
Supercomputers on Chemistry' is due to take place in the 
University of London from 13 16 April 1987 The conference 
will cover all aspects of the use of supercomputers; 
applications and methodology. Some of the talks that are to 
be given include: ''Supercomputer Simulation of Solids'' by 
M.J. Gillan, "Th'e Impact of Quantum Monte Carlo on 
Chemistr~'' by D.M. Ceperley, ''Quantum Chemistry, Statistical 
Mechanics and Fluid Dynamics'' by E. Clementi, ''Chemistry as 
a Many-Particle Problem" by H.J.C. Berendsen and ''Protein 
Structure, Computer Simulation and Graphics in the Design of 
Novel Molecules'' by T.L. Blundell. 

Enquiries regarding 
to Dr. J. Altmann, !SOC 87 
of London Computer Centre, 
102. (Telex 895301 1). 

addressed the conference should be 
Secretariat, Room 209, 

20 Guildford Street, 
University 

London WClN 

1) Readers 
School on 

may also be interested in the Seventh 
Computing Techniques in Physics, which takes 

Summer 
place 

6 
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on 9th-18th. .rune 

This 

1 9 8 7 nt Bechyne Castle near Tabor, 
'Microcomputers in Cze.choslovnki((. year ' theme 

Dr. J. Physics'. The organiser 
Schools on Computational 
Czechoslovak Academy of 
Prahn 8, Czechoslovakia. 

i ' 
Physics 

Sciences 

i ' 
Nadrchal, address; Summer 

Institute of Physics, 
Na Slovance 2, CS~l80 40 

m) Tl1e Institute of Physics is organising the !987 Solid 
State Physics Conference for 16-18 December at the H.H. 
Wills Physics L.Rboratory, University of Bristol and it will 
contoin a number of symposia that will undoubtedly be of 
interest to participants in CCP5. Among the intended 
symposia are Statistical Mechanics of Disordered and 
Inhomogeneous Systems; Physics of Sputtering Processes; 
Polymers and Liquid Crystals; Scattering of Neutrons from 
Disordered Systems and The Physics of Solids at t!igh 
Pressures. People interested in attending or contrlbutir\g a 
paper should contact Dr. B.L. Gyorffy or Dr. R. Rvons at the 
H.H. Wills Physics Laboratory, University of Brtstol, 
Tyndall Avenue, Bristol BS8 lTL. We will provide more 
information in our next newsletter. 

n) It has been suggested to the CCPS Editors that it would 
be useful for CCPS participants to have a list of the EARN 
and BITNET addresses of other members of the project. For 
this purpose we would be happy to receive from our renders 
their addresses, which we shall collect here ot Daresbury 
for publication in the newsletter at a later date. So that 
we don't fall foul of the 'Data Protection Act', it should 
be understood by all participants that the contributed 
addresses will be available to everyone. 

o) The CCPS Program Library. Documents and programs are 
available free of charge to academic centres upon 
application to Dr. W. Smith, TCS Division, S.E.R.C. 
Dare~bury Laboratory, Daresbury, Warrington WA4 4AD, U.K. 
Oaresbury Laboratory. Listings of programs are available if 
required but it is recommended that magnetic tapes (to be 
supplied by tl1e applicant) be used. It may also be possible 
to transfer a small number of programs over the JANET 
network to other computer centres in the U.K •. Please note 
that use of inappropriate packing for magnetic tapes (e.g. 
padded bags) may result in them being considered unusable by 
Daresbury Computing Division and returned without the 
required software. Please ensure that these forms of 
packaging are not used. A list of programs available is 
presented in the following pages 

7 
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We should al~o 1 i k e to remind our t:eaders that we woulcl 
t.~elcome 

exists 
contributions to the Program l.ibrary. 

for the research 

The Librilt:y 

efforts of to pt:ovide 

everyone active i n 

are always 
AVailable. 

l.'ould 

Smith. 
like 

I f 

to 

any 
m 11 k ~'-

suppot·t 
computer end we 

co 
simulation and to 
extencl the range 

t hi s 
of software 

c1f 0\Jl." reaclers have nny programs 

uvuiluble, pleusc would they contact 

8 

they 
Dt·. 



TfiE CCP, PROGRAM l.IBRARY 

~1DATO~I by S. 
t"luids 

I!~!Olt\T by s-
diatomic 

by s. 

M. Thompson. 

M. Thompson, 

fluids. 
Thompson. 

molecules 

M.D. simulation of 

!-1.0. simulation 0 f 

M. 0. sinlulntion 

MDLIN() by S. M. Thompson. M.D. simuJation 

molecules with quadrupoln. 
~!DTETRi'l by S. M. Thompson. ~I.D. simulntion 0 f 

molecules. 
:-1DPOLY by s. M. Thompson. ~~ • j) - simulation of 

molecule fluids. 

10 

rnonntomi(: 

homoniJC l <~Rr 

of linenr 

0 f 

tptrahedral 

polyatomic 

/\DMIXT by W. Smith. M.D. simulaliOil of monatomi (: molecule 
mixtu<es. 

MDNACl. by U. Smitlt. M.D. simulation of Rlkalai l1alide salts. 

MDMIXT by W. Smith. M.D. simulation elf polyatomic molecule 
mixtures. 

:.JDMULP by \.J, Smith. M.D. simulation of polyntomic molecule 

mixtures. 

~IDMPOl. by Smith D. Finch;un. ~~.D. simulation of 

polyatomic 
MDZOID by 1-1. 

ellipsoidal 
DENCOR by \-1, 

functions. 
CURDEN ' by w. 

molecule 
Smith & 

mixtures. 
K- Singer. 

gaussian molecules. 

Smith. Calculation 

Smith. Cnlculntion 
correlnt i.on fLinctions. 

:-J.D. simul,ltion of 

of density .;·ort'el ilt ion 

() f curr£"nt density 

I!LJ\ by D. M. !-!eyes. M.D. simulation of i~lomic fluids. 

HLJ2 by D. M. !!eyes. M.D. simulnt·ion of atomic fluids (with 
VACF). 

fiLJl by 0. M. lleyes. M.D. simtllotion of atc1mic fluids (link
cells). 

HLJ4 by D. M. •!eyes. M.D. sim11lation of atomic fluids 
(constant T or P) 

HLJ) by D- M. !!eyes. M.O. simulation of atomic fluids 
(shifted force). 

J!LJ6 by D. M. Heyes. M.D. simulation of atomic fluids 

(Toxvaerd algorithm). 
MCRPM by 0. H. /!eyes. M.C. simulation of electrolytes 

(restricted primitive model). 

SURF by D. M. ![eyes. M.D. simulation of model 
lamina. 

alka.lai halide 

i"!STOCI-/ by W. F. van Gunsteren & D. 

simulation of molecules in 

cell with solvent or lattice. 
MDATOM by D. Fincham. M.D. simulation 
MDDIAT by D. Finchnm. M.D. sim•Jlotion 

fluids 

9 

M. lleyes 
vacuo or 

:-10 or S 0 

rectangular 

of 
of 

atomic fluids. 
ell atomic molec•1lr:: 
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~DDIATQ by D. Fincham. M.D. simulation of diatcJmic fL~Iids-

MDIONS by D. Fincham & N. Anastasiou. M.D. simulation of 
c:lectr.-olytes. 

~D~ANY IJy D. Fincham & w. Smith. SimLJlation 
with/without 

of rigid 

polyatomic molc.cules fraction<Jl 
chorges. 

CAR!.OS by B .. Jonsson & 
polyatomic solute 

s. Romano. M.c. simulation of 

cluster. 
~c:~ by N. Corbin. 

(Metr-opolis). 

molecule in an aqueous 
M.C. simulation of atomic fluids 

SCN by N. Corbin. M.C. simtJlation of atomic flt1ids (Rossky, 

Friedma1t and Doll) 

STATIC SIMULATION CODSS 

Ci\SC.'\f)E by M. Lesli~ ~nd W. Smith. Calct1lat~s tlle strtJcture 
and energy of a defect "" ionic r.rystnl f 0' 
Biven poter\Lial mo{lel. 

TIIRREL Oetermines the minimum energy configuration of a 
perfect lattice for a given potentinl. 

THBFIT Empiricillly f i t s a potentiill Lo experimentillly 
of a perfect lilttice. observed properties 

SYHLAT Determines the mi.nimum energy configuration of a 
perfe.ct lattice 

TI-!FlPHON Calculates 

for 11 

phonon 
given pote!ltiol. 
dispersion curves foe 

crystals with thre.e-body terms in Lhe. potential 

10 
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University of London 

ROYAL HOLLOWAY AND BEDFORD NEW COLLEGE 
Egham Hill, Egham. Surrey TW20 OEX Telephone Egham 10784) 34455 

DcPARH!ENT OF CHEMISTRY 
The Bourne Laboratory 

Jear Coll~"tf,Ue, 

lOth ,._arch 1 ')WI 

At the 5th l·~arch 19-37 CC1J5 executlve comrnHtee rneetint!; it 

ext. ~401 

•,r'lf' ·-·~ed·.l.c~,~ to look into the po.ssibili ty of holdinc;· a CC1'5 sponc:Jored workshop on 

'' rr.qnsiJort hoces?-es ''. 

I ct:n writing to yon to discover if you would be intere::;ted in 

;J..tt.Pnl\i!"'.~"f such a meeting and if so t~\e clirections you would like it to take, 

·'.n obvi"lu~ area would be equilibrium and non-equilibriu:n :<J route<! t0 vbcosity, 

."!~li:-d.iffusion and thermal conductivity of flL:.ids, Transport in .solids A.nrl. 

s.lro:ritl1r..s for pe-rforming the molecular d,JD<:tmics (1re ober areas of interest. 

':,'e 1-10ulci ";;preci2,tr2 your opinions on this matter, and 11lso on the mor..tht> in tr,i_, 

ye?..r most sui r.nble to you. 

Yours sinccrelJ, 

Telex: 935504 Fax: 0784-37520 
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MEETING AN~OliNCSM~NT: 

THRRMODYNA~ICS AND STA'riST[CA!. M~CilANrCS OF SMA[.l. SYSTEMS 

A m~~ting is !1~inB 

Chemistry SLntistic·1tl 
orgclnised by 

~!e(·h11n i <:s 0nd 

the Royal 
Th<·~rmodynamics 

thP. IJniversity o[ Y11rk on September 24-2~ l9R7. 

Society o r 
Group 

The topic~ for disct\SSion inc:111d~ small system behavio11r in 
pot·ous rnedia and 

8oth theort•licnl 
and contributions 

>l s ,~ t' y s t cl 1. l. i. t e s , 

ancl experimental 
ilt··~ in vi Lf!d, 

clustecs <lnd 

nspects will be 

mi.celles. 
discusst~d 

The speakers incltJcie 
Evet·ett (FicistoL) <lnd 

flr. R.J. Evans (Rr.istol), Prof D. II. 

Prof .. J.S. Rawlinson (Oxford). 

Please contact Dr .. J.II.R. Clarke, Department of Chemistry, 
U.M.I.S.T., Sackville Street, Manchester M60 tQO as soon as 
possible for d8talls. 

P.G. Francis 

11 



REVIF:W Of THE CCP) ~fP:E'TIN"G ON 'NEW HORI?..O~S 

Sf:-!UL;\TIO:-J OF 

! 9 /'\ 7 

COND~NSED PIIASES' l-!El-D AT li:-!IST 
IN 

8 

TllF: 

9 
COMP!JTER 

JANUARY 

W. Smith 

the tttic of th~ meeting s•;ggests, the li!t•~st CC!?"i 

highlight; 
n fc1rwarcl lc1okin8 affair, 

ar~aM Clt <:omp11Lnr simLilation 
which was intended 

which seem likely 
to 

to 

by The mr·•~tin>', Wi!S org;_~nised 

the clep~rting C~P1 c:lliLirma~ Or. J.H.R. C1.iH"ke, 

Department of 
with the 

Chemistry ;:ssisLancP ot his c-o11Piq>,uf·s nl the 
<: nd attend••cl i1y snvnnty simt•lation scientists from the 
~:~1ited Kin~>,dorn, [;JrooP nne! NorL!t Amerir:n. i\S is nlways th0 
c;•se witl! c:CP1 mc~ti:1gs, many interesting q•Jesttc>ns we~e 

raiser! nnct Dr. C:larke wts~ly allowe!l sttffictent time for 
tii.sr:ussion. Cf'Sillt i t w ~~ s 8Cnerally held to l1e a 

The first rontriiltJtor to the meetir1g was Pro(. W.l .. 
. Jor~ensen (Purrl\te llniversity), whc> spoke on the subject 11f 
compt1ter sim11l~tions of organic reactions. The objective of 
this work wns tl1e cietPrmination of the rates of organic 
reactions from first principles. Prof .. Jorgensen first 
considPred the SN 2 reaction beloved of organic chemists, in 
particular, the reaction between chloromethane C!l 1 Cl nnd 
chloride D.nio!l. Cl-. 5).) 2 reac:tions are bimoleclllnr and 

not have intermediates nnd have an 
increases with the polarity of the 
approach involved the calculation 

sterospecific, they do 
activation energy that 
solvent. Prof. Jorgensen's 
of the gas phase potential reaction surface followed by i t s 

modification to inc111de solute-solvent effects and finally a 
simtalation of the reaction along a stiiLable reaction 
coorclinate. The first step was achieved through ab initio 
methods; calculating the energy of the transition state 
(i.e. the [Cl ...•. CI! 1 ..... Cl]- complex) over the reaction 
coordinate. The soltJte-solvent interactions were determined 
by the ab initio cnlculation of clusters of solvent 

of the molecules with tltc 
simulation (by Monle 

reactive species. 
Carlo method) was 

The 
to 

purpose 
determine 

df!nsity function the probability of 

the 
the 

reacting species being at a separation rc on the reaction 
coorcltnnte. from this the 'reaction force' w(rc)=
kT ln(3(rc)) ccJuld be obtained. The simulation involved tlte 
reacting 
periodic 
be done 

system plus 2'30 'TIP4P' water molecules within a 
the simt1lation to system. The MC proceclt1re reqtJired 

for scver;tl overlapping 'windows' of renr.t lon 
coordinate, 
<Hiequately 
fuLl tj(r~) ,, 

usinr; a biasin?, 
The final set; of 

f-unclion. The 

12 

techniqllC ~o sample each window 
ovnrlopping windows gave the 

NTP ensemble reqttired 1-2M 
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e~uiltbration steps and 2-6M st~ps uveraging for each 
winclow. Trt the slm11lntion the potential ft1nctions tlsed wer~ 
f.ennard-Jon~s l2-6 t1Jncttons witl1 fr;Jction;Jl charges to 
represent the CcJLilcJmhic forces. !lowPver the parameters were 

described ns E!Jnctlons of the reactiot\ coordinate, fitted to 
the nb .\ni to calculutions. 

Th0 resul Ls for the e:c:.mple X"f'iiCLion 
t·c~latively 

re<:1c:L~.on was 

COrfl[)l_ \Cilted be1rrie1.· 

solution. 
t:eplnc:eci 

ThE~S~~ l"f'AUli:s tnlly 
ohservaL ions, 
11nd that the 

whic•h s~ow 

solv;Jted 
!:hP r,ns rf•;;tction 

rf~action has 

showed that the 

0 f 

to 

no 

thr: 

in iJqueous 

experi.mental 
he much taster, 

i.ntermediates. 
fnterestingJy, 
hilrt·iet· showed 

ir1 !.he PSS pc1lnr solvent DMF, tl1e energy 
mclr~ sl:rtJ~ttJre, pnrticulnrly the occtJrrence 

0 f mini.1n<-L Stlgp;t~st_ive of int.ermedi<tle-s. (This l11tter 
suggestion has some I!Xperimental NMR evi1lence in its 
favour,) 
showed 

CalculiJtions of 1: ht>- enerBy and ntJmber distributions 
solvating ~uter molecules about t h a t number of 

thO? rPacting species ls constant throtJghotJt the reaction, 
contrary to expectati11ns. The relative recluction of the 
solvation energy ot the transition state (a factor 
contribtJting to the energy barrier increase) ts due to a 
weakening of Lhe solLJte-solvent bonding, nc1t to the expected 
reduction in solvent coclrdination n11mbers. Further 
calctJlatlons tlsinc thermodynamic pert.url1ation theory 
indicate that the strtJcture elf the transition state in gas 
and solvent is very similar. 

Jorgensen concluded with a study of tho SNl 
t-butyl chloride with Cl- and showed that the 

of a contact ion pair (t-Btl]+.cl- was clearly 
btlt the evidence for a solvetlt sepnr;ttcd ton pair 
less cleor. Throt1ghout his talk Prot .. Jorgensen 

P~·of. 

reaction of 
formation 
<lpparent, 
W.'\5 much 
presented 
aspects of 

excellent gr<Jphi.c:s reveali.ng the stereochemi.cnl 

Dr. 

in the 
(GLE), 
ttsed to 

the reactions be_tng described. 

s. Toxvoerd (Panum Institute) described his studies 
implementation of the Generalised Langevin Equation 

He was was concerned to show how the Gl.E coulcl be 
simttlate the system of n polymer in solution for the 

fraction of the cost of a full molectJlar 1iynamics simulation 
b11t wiLh comparable ncctlracy. The system he considered was a 
nonomer consisting of I.cnnord-Jones atoms bo11nd by harmonic 
forces 

atoms. 
and suspended 

Following the 
in a solution 

of Bossis 
Gl.E for this system is is written as 

md~ 1 (L)/dt -mf t 'M i ( t- t ' )vi ( t ' ) 

l3 

Quentr~c 

+ + 

Lennard-Jones 
11nd Flo on, thP. 

~i(t) 



is the velocity 
force, e 1 the 

memory f1tnct io!l. 

of the i ' t h -
bead-bead forct~s 

The riivision of 

bead, ri 
onbeadi, 

the forct~s 

l 

t: h ~-~ 

and 
into 

whct·e vi 

stochastic 
~!:i (t) Lh8 

stochastic 
correlation 

and hen<l-bea<l contrilltlttons is c1nly Vdlid lf the 

Toxvaercl 
function ( v .. r. > 

l . 1. 

hil.S c~oecked this 
is zero 

using 
throughout. 

simulation and 
DJ:. 
has 

established that it is triJP. except ~t 

small devfatJotlS !JCCtlr. 

short times, whel·e 

Once the mnmory functions ~l nre kn1J~!1, the Gl.E can he 
solved numerically <lnd Dt·. Toxvae<d descl:ibt;d his proccdrtrt~ 

obtaining 
t·eplilced 

them. 
(,y a 

"!'he mE'm<>ry [Ltnction for the whole system 
te1~ms C<lnnot in i_ 5 

"' 0 l" i. P.xp:lnsion. These 
ger1eral l1e resol.ved 
contribLJtions, with 

_i. n to intr,>molecular '' nd solvent 
term K 1 . 

molc:cul<lt' 
0 f the f i 1:' s t 

Nevertheless 
th<' excepti.on 
te~:ms can be the. hi.ghet· 

thP. t.'lme 

Cillculated by 
dynnmic.s 
Explicit 

via 
consi.deratlon 

expansio!t; comparison 
with values obtained 

of 

del:' i vat-. i ves 0 [ 

of the first two 
the vnlues for 

f 0 t• the polyme~: 

the v<~loci.ties. 

terms o[ 

the pure 
solution 

the !-fori 
solvent 
all ow s 

physically reasonable approximations to the memory ft!nctions 
:-ii to be made. The memory f11nctions are then wr'ltten as: 

:.li ( t ) 

In which K 1 i(s,t) is the instantaneous vallle of the solvent 
dependent p~rt of K 1 (which Ls dependent on the bead n11mber 
i) and K2 is the secotlci Mori coefficient for tile ptlre 
solvent. This app~:oximation has been implemented in a 
simLI]ation program llYing the 
Uhlenbeck and the results hav~ 

dyn11mics and n simpler l.nngevin 

Fourier method of Wang and 
been comparee! with molec\Jlar 

Eqtaation (l.E) simulation. 

The 
the MD and 
bondlength 

results 
the Gl.E 

show that 
and t.E 

small differ~nces 

simulations of 
arise between 

the head-bead 
velocity distribution, but the bead 

autocorrelation functions well 
approximate Gl.E method was sltown to give 
results for the centre of mass diffusion. 

reproduc:ed. 
essentially 
Studies of 

The 
ex.'lct 

the 
end-to-end distance R 2 nnci 2 the radi11S of gyration S and 
COI:'\"esponding correlation 
runs necessury for good 
the 
the 

f•Jnctions showed that very 
stntistic:s (prohibitively 

10 6 timesteps are requirec! 
the mean sl1ape. Within 

MD simulations) ancl about 
molecule to estal1lish 

the 
long 

foe 
for 
the 

1 i.mitations 
the MD and 
the effects 

on the sttJdies occasioned l>y these difficulties, 
stochastic dynamics resL1lts were gcJocl. A study of 
of the sc1lvent on the molec\alor conformation was 

undertaken, 
simulation 

by means of i! 

of t.he nonomer. 
comp,•~·i.son w i. t h a 1 free molecule' 
For 

molect.Jle was ~:ather g Loblilar, 

14 

the state 
il n d no 

po·ints studied, 

great effects of 
the 

t h ~~ 
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solvent were seen. [twas c:oncltJded that the GLF. method 
described 
SOllJtion. 

was H very tlseftal method for sttJdying p<>lymers in 

Dr. D. Rapaport (Bar-Ilan llniversity) SP<lke on thA new 
subject of nticroscale hydrodynamics, by nteans of whic:h he 
hilS SLtc:cessfttlly slmtJ!atecl some <>f the macrclscopic features 
of fllJ!.d flow. i!e began by descri.bi.ng the kinds of phenomena 

seen irt real fl<JW experiments, sttch as flttid flow past a 
stationRry object. At low ~low rates (low Reync1lds number) 
LhP flow is l1cminar (Stokes flow). As the flow jnreases 
stationary edclles form. At yet higher rates the eddies 
become ttnslilble nnd 
sheddins) 11nd 8ive rise 
vortc-•x oc von Kctrman 
turbulence rcs11lts 

move nway fro1n the 

p<_tttern 
At very 

object (vortex 

known as the 

high Ilow rates 

Dr. Rapapor l 

fe:J.tures in 
clescribecl how l1e hod s i mtJl ill: ed many 0 [ 

the these o mole~ular dynamics simiJlation on 
parallel assem!lly c1f FPS attacl1ed processors st IBM, 
Kingston, New York. The simul~tion was of two-dimensional 
flow pasl a fixed cylinder of 25 nm diameter. The fluid 
consisted of 170,000 'soft sphe.re' mole.cules in a 150 nm 
wide system with periodic botJndnries. A fluicl density of 
0.83 and a flow speed of 130 m/s was used. A force fiel.d of 
to 1 lg was emp]c,yec! Lo drive the flow and rethermalisation of 
the molecules at the down-field bOtlndary was used to 
mairttain the periclc!ic conditions. The entire slmttlation cell 
was partitioned i.nto 'slabs' to permit effi.cient 
parallelisation of Lhe system and reduc:e (\at a communic<Ilion 
t1etween processors to a minimum. The resulting flow pattern 
~as presente(l graphically. The simttlntion cell was 
partitioned into n 60x60 grid and a short time average of 
the particle velocities in eact1 sub-cell was c:alcttlatecl at 
intervals of 5 timesteps. The averogc velocity vector for 
each sub-cell was then plotted as a field of flow. 
Approximately tOO hotJrs of CPU time were required on a 
system of four FPS 264 proc:essors in parallel. 

The results showed clearly the development of the 
clifferent regimes of flow behavi(lUr described above i.e. 
laminar flo~, eddy formation, incipient instability of the 
eddies 11ncl vortex sheclding and finally the von Karman 
street. The method cleorly has great potential in 
elucidating the microsc:opic features that 11nderlie the 
contintJum behaviotJr of fluids in flow. Dr. Rapaport 
concludecl by clisc\Jssing the limitations of the method (short 
times, small spatial scales and subsc1nic veloclties) and 
possil1le extensions of Lhe melhod to three dimensional 
si.rnulations. 
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Dr. 
coot"k don<' 

~.P All~n (University of Rristol) 1les~ribed his 
n n ('!JllahoraticJn wiLl\ D. Frertkel (lltrecht) on 

the molecuLae dynilmic's simu1.;ltion to 
nematic: phase transi!..ion .in il 

0 [' 

0 f h;1 r d ellipsi.ods. 

(Th~ phase diagram 
previotlsl.y \Jy Frt'llkRl 

for this systRm harl 
anc1 ~1111ier.) nr Allt!n 

te,~hni.que by which the h11rd ellipsoid system 

been obtHined 
dc-~scribed the 

was simulated. 
(.!1, deLa.i led descri pt~on 0 j_ t. hi 9 

t:he :.:o. p.2R.) Tn p 1: i! c l; i ;· e 

(-' 1 1 i p 9 (l ·( d" i\nd ;_>,~·nE•r;;t.t•d 

appf~ars in CCP'i 

svstc'm si.mulated 
.106 coll.i sions 

r n f o • Qllart. 

consisted 0 f 

hour on 

CYRER 
(a/b) 

21)3 c:rJmptJtnr. The ellipsoicls St\Jclied had aKial ratios 

of 2 ar1ci ]. T!\c cJlljec:tive was to Clllc:Lilille single and 
collective tinte-depencl~nt ori.entatiotHJl coc·relation 
f11nctions in the re~ic1n c1f th~ isotropic-nematic phose 
transition ancl c!ec!uc~ the values of parameters important in 
the DeGennes nne! Keyes/Kivelson theories. 

The single purtic:lr! ccJrrelntion f11nctions were clefined 

as 

cl. 5 (t) 

~tnd the collec:tive correlal:(ons fttnctions us: 

c;t.c(t) > 

in which r 1, is u T.eeendre polynomial of order 
11nit vector nlignecl along the major DK{s of 
·rhese fttnctic1ns were culculHLed for L=l and 

L and <;t is <J 
the ellipsoid. 
2 at var"Lotls 

densi.ties. The fLJnctlons showed eKponential decoy at long 
times in 

for 
the expected manner. 

the collective 

signific,>ntly longer 

The cltnrncteristic decay 

corr.elnti.on functions 
times 

were 
decay t1mes for the single 

particle correlations, pnrtictllarly near nematic-isotropic 
phase transition. The behaviour of the rntio r 2

5 /r 2 c was 
shown in a plot against clensity ancl revealecl n critical 

slowing down effect nt Lhe transition for the axial ratio 3. 
This slowing clown wns interpreted using the Kivelson 
expression: 

where \ s the 

a dynHmical quantity 

second-rank Kirkwood 
that i. s descri.babl.e in 

factor 
terms 

nnd j?. is 
0 f t hi" 

orient.ational memory fun(:\: ions. Calc:ulutions of the factor 

for di f fE'rent do<>nsities allowed 
which 

the ahove equ<.r.tion 

found to be to be used 
ins8nsitive 

to calculate 
to the densi.ty. 

l·~j2=0.74+/-0. I & p,iven 
(a/b=o"3). 

as 
These results find 

WHS 

.~alculated mean val11es we l." e 
(a/b=2) Hnd 

(~xperi.ment:.;~l 
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f~V<JIJr from the! work r>E Flygnrc et 111. on~ methoxy 
benzylldene n b•1tyl.<J.!1.i.li.ne (~HB/\), 

e~tlm~t~ of !~j2 of t!tP C>rcler 0.7 nne! !Llso 
provide.d 

supported 

6 

mean ftelcl predictions of OeGcnncs thnt g 2 c!lverges at 

11n 

the 
the 

ct"i.tc<Jl densi.ty. F11rthcr systematic investig;Jtions of these 

iLnc! relltter! systems 11rc planned. 

l hi! 

[) )_" • f) . 

method 
Ti ld1~S Lc!y 

he has 

(!ini.vcrsi.l:y of 

dPvisf•d with 

S<JIJthampton) clest:rilJecl 
his co11n!JcJratc>rs ~-R-

St;1pleton (Southampton) 'Jnd ·:1 Quirke (HI' Sttnbury- on
Th!tmes) for simLI]aLln~ vnrlal>le poiydispersed liqt1ids which 

h~ clefinecl ;ts systems It\ whicl\ the dispersecl particles 

(mic·rllcs) C~i:n~c si~c when the ciensily of the system 

cl1nnges. The ~ystcms cxnmincd w~r~ the hard-sphere system 
and a modif-ied Lennill."d-,fones system, in both of wtdch ~~Vl'!ry 

particle possess~<! n <iiffcrcnt effc~tlve diameter (i.e. ~eff 

(.-ri-1-·1.;)/2). The sirnul11ti.on met::,-,<f '<HIS a mod·if·ied ~1onte 

Carlo ~lgorithrn ln w!~tch the sizes of 
the 

parti.cles as well 
as L he i r Joc<ttions 
The s<:tmpling 0 f the 
from an 11pproprintc 

which in this case 

,_,u~re changed ''s 
particle sizes at 

simulHlion 
each :.-Jc move 

particle size distribution 
was the Shultz ftJnction· 

proceeded. 
was taken 
funct·ion, 

exp(-((z+l )/a)t.r) if [a<a<b] 

0 otherwise 

' controll i.ng the form of the funetion. Wherf~ 

(The 
ic; a p~J'r:ameter 

distribution fun.--:l:ion changes 

temperaltlre for the LJ fltJid.) A move 

with 
\.; <1 s 

density 
.accepted 

and 

or 
in the rejected according to l:h~ change 

interaction enerRy resultinB from the 
neecled for the long range corrections 
metttod to hard spheres showed that as 

move. Speci.al care was 
~pplications oE this 

the nt1ml1er density of 
tt1e particles increases they tend to become smaller, while 
for [.ennard-Jones pl'lrticles there is an ir1ittal average 
increase in the particle diameters followecl by a <iecrease at 
hieher densities. ·rhe initial increase was thotJght to be due 
to the attractive component of the I.J potential, which 

en<:ourgaged particles to approach, but this effect was 

outweighed by repulsive cc1mponent when tl1e density of the 
particles was hiBh· 

For fluids in which the di atribution function i. s 
symrnetric an adequate description is 

monodlspersecl fl\ll<l with the appropri11te 

which is a function of the clensity and tl1e 

possible 

pac\tinr, 

t hi. r d 

th<? equilibrium d'iRtr'ibut-ion of diameters; M:1· .'\ 

theory for ~3 has lleen cleve]oped in collaboration 
T. Sluckin (Southampton). The chemical 

17 

usi.ng a 
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rlistrihutions of the harcl spllCl"A p!llycllspersccl fluids we r 1-~ 

C<tlcul;tteri by meHns 0 f Widom's pnrlic:l~ Insertion method 
of d i. f f <: r•~n t; s i_ ;.: (~ s . Th<: sen led 

particle L!teory elf Sulac\ISC nnd Stell guvc 800d ap,reement 
with tl1e simulated chemical potential obtained with both low 
clensity dislrib11Lion functions. 

The seconcl ciny iJeg;tn with ;1 talk by 
omrut·.er simulilt:ion of minerills 

[)r.. l). 1?1:i.ce 

lmport:nnt in 
on the 

the 
11nder.standing ol: gcolop,icnL p1:ocesses The minerals of 
~_;rpatest significance bc-•ing silicates. Tt is extremely 

important that the properties of thcs~ materials be fully 
t•nrierstood l1efore renllsli!: moclels 11f geolcJgical processes 
SLich as plate techt:onics cnn be developed. The problem 
howt•ver 
t·egtons 

i s 

of 

thai: 

high 
thf~SP 

pt·ess•Jrf! 
ffiilLf'rial r; most 

11nd temperature 
commonly exist 
i.n the ec:~rth's 

in 

core 
Ancl is is nt1t prac:tic:ahle Lc1 pertorm sttitatJle experiments irl 
the laboratory. (Pcrovskitn, a high pressure pl1ase of 
mltnnesittm silicate, for exltmple is thcJLlflhL to constitute 40 
percent of the 011rtll by voltJmc, lltJt it is stlll very littlf' 
ttnclerstood). Compttter simtllltli<Jn is therefore an esserttial 
tool for investigating SIJCh materials. The simulations need 
to provide informatiort 11n several properties of the minerals 
Lo assist the geologist; the equc:~tion of state, (Pus. T) 
phase diogrnm, ht1lk ancl shear mo<luli, rheoloBical properties 
und <lifftJsion processes among tl1cm. 

number of methods ore available for modelling these 
systems 
per.iod:i.c 
(i_i) ab 

potential 

(i) the ub initi<> Hartree-Fock method employing 
boundaries (accurate but limited to small systems); 
initio calculations on SiO clusters to obtain the 
energy surfaces (good for some prc1perties, though 

there is a loss in ncctJracy rcs11lting from harmonic fitting 
of the surfaces); (iii) modified electron gas potentials 
with fitting of the potential surf11ce JJsing empirical (e.g. 

Bttckingam) potentials (poor estimates of the elastic 
constants result) and (iv) The ionic model using fittecl 
empirical potentials, pltJs coulombic interactiorts and the 
shell model (massless charged shell coupled to ion core by 
harmonic spring) to accouttt for polnrisability. The wl1ole 
periodic crystal strttct11re is modelled. To offset the 
pffecLs of covalency non integer charges and bond bending 
forces are sometimes used. 

Of the four methods 
presently useful 
is employed in 
C."-SC.'\DE, THBRF.L 

for providing 
the large 

.1nd TUBPHON 

sLrucLure clala a!td elasticil:y 

deseribed only the last i s 

ge.ologi.!':al dat11. The method 
lattlc:e 
,,nd give 
constants 

simulation programs 
excellent crystal 

(e.g. the predicted 
structures of olivine, spinel an1l ilmenite are very good). 
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t>honon data arc also available and allow the calciJlation of 
h~at cnpacJLy, GrLineisert pur;~meters, 

entropy oncl clefcct cnl:rrlpi<lS. Also the 
been fcJLincl to \Je ln close l!~reement with 

thermal expansion, 
ph<Jnon spectrum has 
infra red and Raman 

ft·erruP.ncies. 
vibril!:.ion;tl 

·rhe eigenvectors 
mot:i.ons of the 

frclm experiments. 
and heat capacities 

prQvide det<ti.ls 
ions which is not 

The cHlculations 
have heen fot1nd to 

of the 
e11sily 

of the 
be very 

av;Li. Llblc 
~:-nlrop.i.es 

iiC<'Urllte. 

di<•?,rams 
T!termal expansion coeffi1:ients and 

of minerals have been ol>tained l>y this 
the phase 
method and 

compare fairly well 

er1eruy calc••lntic>ns 
reasonable estimat~s 

witl1 experimental 
tlslng tl1e CASC!AD~ 

of the: di.ft.llsion 

data. Lastly, 
program, have 

t'iltns of i.ons. 

defect 
al.lo~.o~ed 

Tn the flllLir~ Dr. Price exp~cls tc> see the ionic model 
l1etno tased su~ccssft•lly to 
incorpor<~tion of bc-•tte1· 

lieterminc 11nknown p!tases 
three-body forces such 

and the 
the 

AKilrod-Teller type. It is also nxpectccl that 

mc>difiecl electron aas pc>Lentials will be 
advanced to assist with this type of work. 

ab initio and 
suffictently 

Dr. R. 
talk on 

Lynden-Bell (University of Cambridge) delivered 
the S\1\lject of phase transitions and the 

flucllUJtions in orientationally c!isc>rclerecl crystals. Dr. 
Lyndon-Bell has used molecular c!ynamics to study these 
phenomena i.n a varji!Ly o£ systems; CH 4 , C:Fir 4 CC1{

1
, :>Ja+.c;.:;-, 

tBtJB~ and SF 6 . The valtte of the molectJlar dynamics approach 
is that it complements existinM ~xperimental and theoretical 
methc>ds Rnc! nattJrally introduces t!te effects of temperature 
and entropy. The theory of c>rdering sturlie(! by Or. Lynden
Bell is the Lancia11 theory, in whic:h the free energy of a 
system is given by the expression: 

Tn -which y i s the 'order parameter'. This function 
(indicating a 

has a 
single minimum for temperat•Jres T>T c stable, 
orderered phase) a very broad minim11m when T~Tc (indicating 
incipent instability) and a double minimum when T<Tc 
(indicating a new preferetltial ordering). The order 
parameter Y ts itself n f11nction of the orientation of the 
molec11les 

group of 
and 

the 
an irreducible 

c:rystfll. Its 
representation of the space 
spatial Fot1rter transform is 

rr:presented by: 

In wltich lhe fttnction K~M 1·(oi is 
harmonics (e.g. Kullic harmonics) 
symmetry. The irtdex r. inciic:ntes 
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appropriatA to the crystal 
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L= 1 irnpl. i.es 
[.,~·) oclupo1nr 
'!. (~ .e <Y 2 >) 

dipolar ordering, L="2 qund'Cttpolat· Ot'di-~'Ci.ng ilrtd 

C>'Cciering. F1ttc:tunliorts in the orcler parnmetc'C 
nrc lnr~est when a change in flhnse is incipient 

ilnd plots 
c' • 

of <Y-> vs. k vec:tor provlcie information on the 
crystnllographi~ EeotiJrcs of the transition e.g. 
k=O (~ poinl) ir•clicntcs no chan~e in t~e numbe'C 

a 
of 

peilk at 
molec.u1 es 

in the tJnit cell, at k=zone botJncinry implies a dotJbling (or 
;.;_imilar) in the unit cell and nt interm!~diate k valuf;s, an 
incommensttt·nte ph<JS<; is expected. 

Dr. Lyndf~n-Rell illustrntt.>d pr-inciples With 
examples of the orientattonal properties of sodi11m nitrite 
;1ncl nitrogen <>n graphite. The conclucling example was an 
investigation of l:crtiary ll11tyl IJrcJmicle (tR11Rr) to determine 
whellter lhe orciertn~ was dtpc>lor (1.=1) or octtlpolar (L=3); 
the former incli~atlng the clominn•tce of the molecular dipole 
in the crystal struc:tt1re nnci the latter the dominance of the 
tetrahedral geometry of the molecule. A comparison of the 
<Y 2 > vs. k plcJts (If these two alternatives with the 
corresponding plots (If CRr 4 , showed tlte closer resemblance 
to the octtJpolnr cnsc. 

Prof. C.R.A. c:atlow (University of Keele I DoreslJttry) 
described the investigation of the structure and 
condttctivity of~ altJmit\D. 1'wo forms of ~ nlttmino exist; the 
stoicltiometric form Na 2 o. llA1 2 oJ anci the non-stoichicJmetric 
form (Nn 2 o). 1 . 3 11Alz0 3 . The believed strtJctures are complex 
spinel blocks in which the sodium atoms occtJr in layers at 
alternate hexng<Jnal sites (the H<l-call~d B~evers-Ross (BR) 
sites). The sodi11m ions are mobile in these layers and give 
rise to condtlctivity. The non-stoichic>metric sod tum ions 
reside in bridging locations l1etween oxysen ions. The 
strttcL11res were investtg11ted both by static lattice methods 
(which tJsed a shell model for the ions) and by molecular 
dynamics (which used n riRid ion model and the Ewuld sum to 
handle the long runge forces). The objectives were to 
determine the role of non-stoichiometry in conduction, the 
migration mechanism, the structure of the conduction plane 
and the temperilture ciependence of the cond\Jction. 

The static lattice calc\Jlations were performed with the 
CASCADE program and showed that the interstitial soclium ions 
OCC11pied the 'anti- Beevers-Ross' sites and thilt the 
conduction pnth for the sodium ions was different in the 
non-stoichiometric and stc>ichiometric cases. The molecular 
dynamics were performed with the program FUNGUS, which was 
adapted for the parilllel assembly of FPS processors at 
KJngston N.Y.. The simulations ttsed 500 ions per MD cell; 
the stoichiometric case possessins 24 Na+ ions. The non
stoichiometric: rases had 4 and B more Na+ ions (pliiS 
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t 
. 0 2 ,_ r·ompon.s;J · ~ng ions) respl:'ctivf~ly. 

Tht' stcJi<:hiom~t~ic CILSCR show~J th~ soclit1m ions to be 
ilt the BR si to~ but ;.IO di fftiS\on (_i.e. condUC'tivi Ly) was 

~vidont \n tho temperatltr~ region 600K to 901)K, thottgh the 
~n+ ions showec! lrtrRe thermal parameters. Th~ non
stot~hiometr{c (+4Nu+) <·nse showec! s\Rils o£ rlifflJSion at 

(,()()K 11nd definite diffltsion at 900K. Th•: interstitial sodium 

ions occup_ied Hllti-·RR 

inter;~,:.tion wi.th 

sites with some: dlS[Jlacement due to 
Ll1e ex~ess o 2 - ions. There was som~ 

conclu<:tiot\ paths. Sltrprisingly, the non-
sto·i chiomf•Lric 
d1 t" J:'usion <:1 n d 

(·~HNit~) c·ase showec! signific:antly less 
exte11SiV<~ illteracticJns l1etween the excess 

scJditlm anri oxyg~n 

displaced town~t!s ll\o 

i on s _ 

mid 0-0 

The (:onc1uHions () [ 

Th <' sodium ions we.:re 

bl:idp,l'. 

L h l s t IHI t the 

stoichiometric: ~ itlltminn is not 

work 
sodium 

W('re 

ion conductor, 

wh i.l •l in the hiHhly nrJn-stl>ichiomet:ri<: form cond1Jction is 
surpressec.i. In the low non-stoic:hiomE!trlc tc>rm the_ exce.ss 
SOC!itJm iOI\H OCCllpy illlti-RR Hites, !Jilt arc displucec! towards 

the oxygens 
sodi11m ions 

at hi8her rtCJfi-SLoi<:hiometry. Conduction 

appears to invol.ve distinct pathways. 
by the 

The sessio11 CJ!l the <itlOJitiJm mechanical methods of 
simulation began with 11 talk l1y Dr. M. Gillan (!larwell) on 

the Path Integral Mc>nte Carlo (PTMC) method, which is a 
method for simulating QIJBntum systems nt nonzero 

temp~ruttJres and has its ori~ins tn t!1e path integral 

formulation of quantum mechanics dtJe to Feynmann. Reginning 

with the one climensional, single particle case, Dr. Gillan 

explained the derivation of the methoci. At the core of the 

methocl is the mathematical ftlnc:tion known as the density 

matrix, in terms of which 

and the mean value of any 

the partition function of a system 
static (equJlil>ritlm) observable 

rtuantity 

i s : 

may be calculated. The form of the density matrix 

p(x,x' ;fi) • '!' n(x) '!'n ( x' ) 

which closely resembles the Green's ft1nction or propagator 

11seci ir1 Lhe path inte2r11l form111ation ot Feynman. This means 
that a substitution of the. time variable hy i~h/2w permits 

the formal tJsc of the path integral method to calculate the 

partition ft1nction for the system of interest. In reality 

the density function has r>nly been derived for two c3ses; 

the free particle lint! the harmonic~ potential, ancl no 

analytical solution ls known for complex potentials or 

l>octy systems. However Frynman's fcJrm11lism KllcJws 

many

the 

p<lt·t i. t ion i.ne 0 f' given pDth integral itlt<> short~r pilths 
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over thR spat\ of whir:lt th<! IJ;JrmorliC pot~ntlal may be used ns 
a ~ooc! appr<>XimrLLi!Jlt. (1'his is 
ilppcox.imation.) Ti" t:hi.s strategy 
Lh~ r~Sltlt.ant expr~ssicJn for 

the SO-Cillled 

i,o; adopl:ed, it 

the P<lrtition 
emerge!'! that 

function is 

formally P.QlJivalent to that of cl;1ssical model ring 
polymPr in which the atcJms are cottpled by harmonic sprin~s 

with n force constant o( 2mP(~)2/(h~)2 11nd each atom is in a 
potentiitl 

itloms i_n 

field 

the 
of strength 
ring Hnd IJ 

V/P, wlH~re I? i.s 
is the potential 

the number o E 

in the origin<~.l 

!!amil.toniCJn. 

The physical sif\nific:an-:·e of the pc>lymer is 
cinlocalisation of tile 

that 

parent 
pilrticl~~ 

effective 
in 

1 I P i s wh11L 
cl;Js~tcall.y 

it represents tlte 
agrer•ment with Ll1e l:ncerLajnty Principle. The 

factor reduct ion 
E'T\ilbl E'H 

ot 
l h (-: 

forbi.dd1-~n 

LtiB potential energy 
parent partic:le to 

reBions. The spring 

by 

tunnf~l .into 
constant i s 

1ar~1·sL when Lhe temppraltlrc c>r Lite mass of the parent 
particle ls large. This means that the ring polymer retluces 
in extet\L (i.e. recltlceci del<lC:alisHtlon) tinder these 
circumstHnces, whic:lt comply with the classical limit. 
GE•nernlisation c1f the method tc1 many c1imensions and many 
particles is easily accomplishecl (btJt may he computationally 
oe:xpens ve). 

S i mul.nt. ions using this method 
the 

rc~quire only 
configur;Jtions 

that 

0 f 

some 
the ~~e<.tlistic 

isomorphic 
Monte Carlo 

way of 
polymer 

generating 
,:1va i.l able. Either molecuLar dynnmi.cs, 

employed. 
dep~~ndent 

or stochastic 
(~o significance 
aspects of MD and 

dynamics methods 
be attached to 

may 
the 

be 
time should 

SO.) Dr. Gillan prefers the stochastic 
method over MD 
Elncountered in MD 

since it 
when the 

<!VOids 

spring 

the probl~ms of ergodicity 
constants are large. Dr. 

Gillan eave a num!Jer of examples of the 
method and concluded with his OWl\ work on 

application of the 
the dissolution of 

hydrogen in 
many of the 

metals in 
observed 

which he has been 
features of these 

nble to 
remarkable 

:reproduce 
systems. 

Or. B.Il. Wells (University of Oxford) contintled the 
qt1antum mechanical theme in a talk on the new developments 
Lhat hnve taken place in the Green's Function Monte Carlo 
methoci. Dr. Wells began by describing the two hasic methods 
ctarrerttly tn ll&e; the Voriotiottal Monte Carlo nnd Difftlsion 
Monte Car.-lo 
el<?ctron:i c 
Vari_ati.on<ll 
sy~tem from 

methods. Both nrc methods for dealing with the 
wavefttnctions of molectllar systems. The 

method is tlsed to calculate the energy of a 
a known wovefunction. In the method an initol 

set 0 f. P.lectron positions arc moved using a guussiar1 
mc1ves accepted according ton probab.ili.ty 

of tltc wavef11nction. The so-cnlled lc1cal 
propagntc>r and Lhe 
bused on the sqtJare 
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ctt~rgy E 1.<~') is colcttl!Jled 11nd occttmttlnteci at each step, 
following an eC(tJil liJr;Jtlort peric>ci. in Oifft1sion M!>nte Carlo 
the wnvefunrtlon itself is cnlctJlatccl, starting from an 
initial trial wavefunclion. In this m~thod the gaLJssian 
propagation is atJgmented by an exponential bran~!ting term, 
For which a trinl state enerB; is required nnd is updated as 

the simt1lation proceeds. Ex.:itcel states can bR calculated 
provic!ecl the inLLi!tl wavefLtnctlon possesses the correct 
symmetry. The stancinrel metho<l tJses th~ 'ftxecl node' 
approAim;ttion, w~1ich reqtlires the rtodes of the waveft1nctlon 
to be! accurately kttown. This knowleclRe prnvents negative 
r:ottfieurntion clensltl8s nrisir•~ in lhA snmpllnB procec!tJre 
Conflgurntions which ~rr>ss a node boundary itt tile cour~e of 
Ll1e c:nlc:lJlntion 11re cieleteci. IJL!t provldec! the trial energy 
is close to the I!CLtl•ll st;Jte energy, the population of 
configtJratior\s will l1e m;1intnined. The mE:Lhod hns l>een 
successf•1lly <lppli.r~d cc•lc11lation:;: of l:h•• c:orrelHtion energy 
!n smnll molecttlc~s. 

Amon1~ tht• acivnrtces in the m~thods that have been tnkine 
plnce recently aro the removal of tile short-time 
npproximntion 
removal of. 

i_ l\ 

the 
the Green'f- !·unction propagator, Lhe 

fixed-node' constraint and the clevelopment 
of the d.iffo•rent.ial Mont~~ Carlo ITIE:thoti to enable 

calculations of physical 
clipole, which depend on 

q•tanti.ties, 
smal 1 E•nergy 

SlJch as th~ moleclJlar 
d.ifferences. (The 

essential feuttJrA of the latter method is the calculation of 
two clistlnct systems, one the minc,r pertLirhotioJl of the 
other, usinB the same rnndon1 walk to redlJCe the variances of 
the colctJlated property.) Example applications of the 
methods described by Dr. Wells incl11ded the e 2 +e- bound 
system, e-11+ systems at a ciielectric surface (for both of 
which good binding energies were ol>toined) and the 
calculations of 11 3 + one! H 5 + systems with and withotlt the 

Born-Oppenheimer apprc,ximation. 

The final 
(IJniversity of 

speaker 
York) who 
parallfd 
parallel 

of the meeting was Dr. 
provideei an overview of 

D. 

the 

Fincham 
current 

developments 
concept of 
poss~~ssing 

whi.ch could 
the user's 
Instruction 

in 
a 

more than 
active~ 

program. 
Multiple 

computing. 
computer, 

!Ie began 
which 

by 
i 0 

defining the 

one processing tlniL, 
simultoneclLJSly tinder the 

all or 
computer 

some of 

Parallel computers mny 
Datastream) or 

direction of 
be 

MIMD 

SIMD (Single 
(Multiple 

Instruction Mllltiple Datastreom) m11Chines 

There currently architectures for 

porall~l computers. The first of 
main 

t h <'' s (~ the mainframe 

which 
( e . p, • 

has a small n•1mber of processors witll share(! memory 
Cray XMP/!,8). The second is the switching n~twork, .in 

23 



wh i. ,~ h there sep<ll:i.tte 

memoric•s ULTRA). In 

connected 
f~'ill:ure of 

rn·occ~ssors 

th~~ thl.rd 

but 
ill 1 

have 

I 3 

ancl interconnected 
i"trchi tec:ttJre, Lh0 

own memory boarcls. 
computers is Lite 

processoJ.-s 

An important 

topology of <:onnections between 

Filtcham gave fottr examples; the SQllare 

the hyperctJbe (e.g. [NTE!. hypcrC11be), 
hy the llniversity of Erlatl~t·n) and Lhe 

processins 11nits, Dr. 
array (e.g. ICI. nAP), 

the pyramid (devised 
WA.ter1oop Ring. F.ach 

<>f t!tese topolclgics ltas Its C)W\1 fAal:tJres ancl aclvantages e.g. 
LhE! hypercttlJP, whir:h pc1ss~sses 2° nocles with r1 connectJot\S 
to eacl1, h11s otllf'.r connertivitles as S11bsets of this, and 
th(-'se can be <·!Xploited i.n sru•ci.fic applicntion~ S\lch <JS the 
perioclic bounclary. 

recent ~ip,ni.fi.cnnt 

,":omputi.ng 
TRi\~SPUTF.R, 

conce-pt 
wh i I' h 

has been 
de'J(~lopm~nt in t:he 

1: he i.nt:roduction 

par;o1ll~·l 

of the 

n high performance microprocessor which 
ha~ been specifically denip,necl to llc linked to other 
1'RANSPlJTERS S<J creatin8 fl Jlilrallel procPssor. Each processcJr 
is itself a complete computeL·, which will soon aCqlli.re <l 

ltordwnre flontinB pcJint llllit (Cllrrently floHting p<lint 
arithmetic is hnndlecl by software). Ry way of an example 
applicnlicJn Dr. Fincham clescribE~d n molectllor dynnmic:s 
application of the TRANSPUTER, that was suitable for 
slmt1lnting biolcJgic:nl molecules. Other recent significant 
developments are: the INTEl. iPSC and iPSC/VX compllters which 
have the hyperc:11be topolcJgy and llp to 128 processors; the 
FPS T series, which has hypnrc11be topcllogy and vector 
processors at each node; the ICL Mini-DAP, o SIMD machine, 
and the Reconfigurable Processor Array (RPA) at SOlJthampton, 
in which the processing elements can he dynamically 
configured to suit the application. 

Dr. Fincham concluded with 

(unltkely) transportability of 

a few 
llflrallel 

comments 
codes 

on 
and 

the 
the 

commercial press\Tres likely to 
larger machines with fewer 
multi-processor machines. 

encourage 
processors 

the development of 
instead of smaller 

Throughout 
viJ:w. These 

the meeting 
included: 

number of poster displays were 

on 

''1Jyn11ffilcal Simulati.on of a Mociel Reverse 
Brown and J.ft.R. Clarke. 
"Simulated 
"Computer 

l!t'IH',ie, R . 
"Si.mulation 
Sillculite" 
Colboucn. 

Annealing of 
Simulati.on 
. Tones ~1nd Y. 

i\tomi.c c:lusters'', 
() f Plasticity in 

Studles 
by R. 

on Adsorption elf 
Vetrivel, C.R.A. 
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Micelle", by !). 

hy L.T. Will(~. 

Minerills", by M. 

Methanol over 
CaLlow and E. 1\. 
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"r:omputer. Si.mqlation of Zr·~olite Stability and Steu<:tut·c", by 
R.A. Jackson. 
"General i sE~d Hydrodynamics <ind 

Jones Fl11id'', by C. 8~uin 

EigPnmodes for a l.E•nnard-

"Compute-r Simulation 
Quantum St<ltf~s" 

. I.L.. T.!~bowitz. 

by .J . 

of a Classical FlLiid with lnterna] 
Tillbot, P- Ballone, Ph. rle Smedt and 

/lc know l ~: dg P. m (~ n to; 

T am gratE~ful 

;Jnd to several 

preparing t. h i s 

Lo 

of 
Dr Julian Clark~>, 

l: h '~ speakers 

!\ n y 
entirely of my own makinB 
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Computer Simulation Studies of Zeolite Structure and Stability 

R. A. Jackson and C. R. A. Catlow 

Department of Chemistry, University of Keele, Keele, Staffs. ST5 5BG. 

I nt reduction 

Atomistic computer simulation techniques have been applied to a 

range of zeolites, with a view to predicting the structures and relative 

stabil1ties of these mater1als. 

Details of the Method 

The atomistic computer simulation technique that has been used in 

this work is lattice energy minimisation. This technique enables 

lattice energies to be calculated and the associated minimum energy 

structures to be obtained. It relies on the availability of interatomic 

potentials to describe the interactions of atoms in the crystal; the 

potential model used for zeolites has been applied to a wide range of 

ionic and semi-ionic solids, and the parameters have been used in a 

successful simulation of the structures ofd .. - quartz and its 

polymorphs(l), An important feature of this model is the inclusion of a 

3 body term to account for covalent effects in sil1con-oxygen bonding. 

A second derivative minimisation method has been used in all 

calculations; it should be noted that in the case of silicalite, the 

CRAY X-MP/48 was required for the calculations. 
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Editorial. 

It is probably part of the notur~l cycle of things 
that it occasionally becomes necessary to appeal for 
contributions for the CCPS Newsletter. S11Ch is the case now. 

This does not however indicate that there is a diminishing 
i11terest in the newsletter itself, as rarely a day goes by 
when we are not asked to add more names to OllT: mailing list. 
It is therefore important to remincl Otlr reac!ers thot the 
newsletter is very <!ependent on their entltusiasm if it is to 
keep going. 

number 
The 

of 
cc [' ') newsletter i s 

i t published 
an interestinr, publication in 

regularly, articles 

quickly 
ways 
(within three: 

international rea!!ership ond 
the publication of novel 
these is the L1ct that 

months or less), it has an 
it is informal enough to allow 
or speculative ideas. Added to 

publications 
simulation methods 

discuss 
warts and 

there are Sllrprisingly few 
the 

il l 1 
computational 

for these 
details 
reusons 

of 
i t 

should be ~ell worth S!lpporting. 

So to encourage our readership we announce that we 
would be plensed to receivft contributions from anyone active 
in the field of computer simulation of condensed phases, 
anywhere in the world! We would also be particularly pleased 
to publish material from postgraduate researchers, wl\o often 
have some original ideas to contribute to the computational 
art. We await your contributions! 

thank 
In view of this appeal it 

the contributors to this 
i s a 

months 
special 
issue. 

pleasure to 
Long may they 

prosper! 

Contributors 

D. Brown 

C.R.A. Catlow 

R.A Jackson 

J.E. Quinn 

'W. Smith 

Department 
U.M. I.S.T. 
Manc:hester 

Depa<tment 
University 
Staffs. STS 

of Chemistry, 
Sackville St. 

M60 IQO. 

of Chemistry, 
of Keele, Keele 

5 BG. 

OAP Support Unit, Queen Mary 
College, Mile End Road, 
London E I 4NS. 

Theory and Computational Science 
Division, S.E.R-C. Dnresbury 
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L. Woodcock 

Laboratory, Daresbury, Warrington 
WA4 4AD. 

Department of Chemical Engineering, 
The University of Brodford, 
Bradford, Yorkshire BD7 lOP. 
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General News. 

a) CCP3 is to organise a meeting enti~led ''Industrial 
ApplicatiOI15 of Computer Simulation''. The meeting will take 
place at the Royal Institution in London from lith. to JJtl1. 
January !988. The purpose of the meeting is to discuss the 
application of the simulation methods aasociated with CCP~ 

(i.e. molecular dynamics, Monte Carlo, energy minimisation 
etc.) to industrially significant problems. The organisers 
of the meeting will be Prof. C.R.A. Catlow and Dr. N. 
Quirke. Readers interested in taking part in this meeting 
should write to: Dr. N. Quirke, B.P. Rese~rch Centre, 
Chertsey Road, 5Linhury-on-Thames, Middlesex TW!6 7LN. 

Further news of this meeting will be announced later. 

b) CCPS is al~o to orgar1ise a meeting on the Stlbject of bio
organic applications of computer simulation, which 
provisionally, is scheduled for Easter 1988. More details of 
tl1is will be revealed os the organisation develops. 

c) At the last meeting of the CCPS Steering Committee which 
took place on 9th. January the composition of the EXecutive 
Committee was cl1anged in accordance with the usual 
procedure. Professor C.R.A. Catlow was elected as the new 
CCP5 Choirman to replace Or. J,!!.R. Clarke. In addition Drs. 
R. Lynden-Bell, S. Parker and M.P. Allen were elected to the 
Executive Committee. The outgoing members being Drs. 
Quirke and P.A. Madden. In addition to these changes; Dr. 
Leslie has taken the responsibility of Secretary to CCPS 

• • 
•• 

nnd 

The Dr. W. Smith will now handle the CCPS Program Library. 
composition of the Executive Committee is thus: 

Professor C.R.A. Catlow (Keele University and 
Chairman, 
Dr. M.P. Allen (Bristol University) 
or. O.M. Heyes (Royal Holloway and Bedford New College) 
Dr. M. Leslje (Daresbury) Secretary 
Dr. R. Lynden-Bell (Cambridge University) 
Dr. S. Parker (Bath University) 
Or. W. Smith (Daresbury) Program LLbrarian 

This would seem to be the place to thank th~ past 
members of the Executive Committee for their work on behalf 
of the CCPS community. In particular it is appropriate to 
thank Julian Clarke, under whose chairmanship for the past 
three years CCPS has been extremely Buccessful. 

3 
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d) The CCPS Executive Committee wish to announce to all U.K. 
participants in CCPS that it has set aside a part of tlle 
CCPS budget for the purpose of assisting collaborative work 
in the U.K. simulation commu11ity. These funds are to assist 
with expenses for travel between collaborating centres. So 
far, CCPS has agreed to assist the following collaborating 
groups; 
.1. Clarke and D. Tildesley (Transport Properties) 

G. Price ([.attice Simulations) 
G. Evans (l!ard Ellipsoids), 

W. Smit~ (Q\Jantum Simulations) 

S. Parker and 
M. Allen and 
K. Singer and 
Other groups 
should write 
Department of 
STS SBG. 

who wish to be considered for this assistance 
to the CCPS Chairman, Prof. C.R.A. Catlow, 

C!1emistry, University of Keele, Keele, Staffs. 

e) The CCPS Exec11tive Committee also wishes to remind U.K. 
participants that it has an annual allocation of Cray time 
at each of tha centres: London (Cray ls) and Rutherford 
(Cray XMP-48), which is available for the development of 
simulation programs prior to a grant allocation. At present 
CCPS is allocated 15 hours a year at London and 5 hours 
quarterly at Rutherford. Readers who wish to use some of 
this allocation sltould write to the CCP5 Secretary, Dr. M. 
l.eslie, TCS Division, SERC Oaresbury Laboratory, Daresbury, 
Warrington WA4 4AD. 

f ) The Rutherford and Appleton Computer Centre Cray XMP/48 
is now up nnd running. 
privileged users, who 
in a working environment 
wider academic community 

I t is currently 
running jobs 

accessible to 
to test the 

before it becomes available 
in April. 

n few 
machine 
to the 

In time it is expected that the CCP5 Program Library 
will be modified to r1Jn on the XMP and users who would like 
to see any specific programs converted immediately should 
contact the CCP5 Program Librarian, Dr. W. Smith. 

g) The University of Manchester Regional Computing Centre 
has described the new VM/CMS service which they will be 
running soon on the Amdahl 5890/300. It was originally 
intended to run the three domains of the Multiple Domain 
Facility to deal with: (i) the service currently supplied by 
the Amdahl 470 V/8; (ii) a national VM/CMS service and (iii) 
a Manchester local serv1ce. 
possible with the current 
services will run initially 

However only 
hardware and 

on one domain. 

4 

two 
•o 

Some 

domains are 
the last two 

disruption 
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of the e~isting service is expected 20-23 March to reconnect 
tl1e peripherals of the 470 V/8 to the 5890/300, followed by 

acceptance tests. The experimental VM/CMS service is 
expected to be available in early Moy. A useful description 
of the VM/CMS service appears in the March UMRCC Newsletter. 

An impor~ant aspect of the operation of all the notional 
computing centres (London, Manchester and RtJtherford
Appleton) will be the new Peer Review system for the 
allocation of computing resotJrces. Everyone involved in 
scientific computing in the UK should 11ecome familiar with 
this. The UMRCC newletter for March 1987 and the ULCC 
newsletter for February 1987 botl1 corry details of the 
agreed procedure and ore thus recommended reading. 

h) The Univ~rsity of London Computing Centre has now 
upgraded its front end compJJter to an Amdahl 5890. The 
second phase of this upgrade will involve the introduction 
of new disc storage devices (Amdahl 6380 disc drives, which 
ore 3380 compatible). D11ring this phase both 3380 and 3350 
discs will be used but eventually only 3380 discs will 
prevail. This change will have on impact on data storage at 
London and users are advised to reassess their data storage 
habits. 

1) U.K. CCPS participants are remind~d that at 
Laboratory the S.E.R.C. has available an FPS 164 

Daresbury 
attached 

processor, currently with 3 HAX (matrix accelerator) boards, 
which is available for grant supported computing within the 
Science Board Commultity. U.K. research groups are invited to 
apply informally to Dr. J.E. Inglesfield, at Oaresbury, fo~ 

time on the FPS for benchmarking purposes. If the FPS p~oves 

viable for a given project, a formal application may be 
made. Advice on using the FPS at Oor~sbury may be obtained 
from the User Interface Group (in the person of Dr. 0. 
Taylor) or from the CCPS representative Dr. W. Smith. A 
document entitled 'Using the FPS Attached Processor at the 
Oaresbury Laboratory' by Or M.F. Guest is av~ilable from 
the User Interface Group. 

j) Concurrent Computing Initiative at Oaresbury. 

A new advanced research comput1ng group has been set 
up at Daresbury to develop large scale computational codes 
for a number of scientific applications in a highly parallel 
computer environment. Central to this project is the 
recently acquired FPS-T20 hypercube, 16 powerful processors 
interconnected as a 4 dimensional hypercube or tesseract 

5 
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Kach node of the T-machine comprises an Inmos 
transputer, 1Mb of memory and 3 Weitek floating point chips, 
giving a realisable 12 Mflop performance per node on highly 
vcctorised code, Thus the total peak performance is 192 
Mflop with 160 Mflop having already been demonstrated on a 
distributed matrix multiply .. The machine is frontended by a 
Micro-Vax 11 running Micro-VMS 4.4 and initially the 
T-machine is only programmable in occam. !lowever a software 
release scheduled for August will provide both fortran and 
C, and also move to o Unix frontend operating system. 

Plan~ for upgrades are already in place nnd it is 
anticipated that the system will evolve to be an extremely 
powerful Fortran engine for both scalar ond vector code. It 
ia only by exploting the inherent parnllelism of most 
scientific applications that one can hope foe the several 
orders of 
by many 
numbere 
realiee 

m~gnitude increase in computational power required 
applications. Current supercomputers with smoll 

of eKpen8ive processors ~haring memory cannot 
the 1000 fold increase in power offered by highly 

concurrent, distributed memory architectures. 

R.J.Harrison and M.F.Guest. 

SERC, Daresbury !.o.boratory, Warrington WA4 4AD. 

k) T!1e international conferenc~ entitled 'The Impact of 
Supercomputers on Chemistry' is due to take place in the 
University of London from ll 16 April 1987 The conference 
will cover all aspects of the use of supercomputers; 
applications and methodology. Some of the talks that are to 
be given include: ''Supercomputer Simulation of Solids'' by 
H.J. Gillan, "Th·e Impact of Quantum Monte Carlo on 
Chemistry'' by D.M. Ceperley, ''Quantum Chemistry, Statistical 
Mechanics and Fluid Dynamics'' by E. Clementi, ''Chemistry as 
a Many-Particle Problem'' by H.J.C. Berendsen and ''Protein 
Structure, Computer Simulation and Graphics in the Design of 
Novel Molecules'' by T.L. Blundell. 

Enquiries regarding 
to Or. J. Altmann, ISOC 87 
of London Computer Centre 
1DZ. (TeleK 895301!). 

the conference should be addressed 
Secretariat, Room 209, University 

20 Guildford Street, London WClN 

1) Readers may alao be interested in the Seventh 
School on Computing Techniques in Physics, which takes 

Summer 
place 

6 
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on 9th-18th. .June I 98 7 at Bechyne Castle near Tabo~:, 

Czechoslovakia. This year s theme 
Physics'. The orgoniscr is Dr. J. 
Scltools on Computational Physics, 
Czechoslovak Academy of Sciences, 
Praha 8, Czechoslovakia. 

is 'Microcomputers in 
Nadrchal, /Jdrlress; Summer 

Institute of Physics, 
No. Slovance 2, CS-180 .::00 

m) The Institute of Physics is 
State Physics Conference for 

organising the 
16-18 December 

1987 Solid 

at the H.H. 
Wills Physics l.oboratory, University 
contain a numbe~: of symposiu that 
interest to participants in CCPS. 

of Bristol and it 

will undoubtedly 
will 

be of 

Among t h ·~ intended 
symposio are Statistical Mechanics of Disordered and 
Inhomogeneous Syst~ms; Physics of Sptlttering Processes, 
Polymers and Liquid Crystals; Scattering of Neutrons from 
Disordered Syst~ms and The Physics of Solids at High 
Pressures. People interested in attending or contributing a 
paper should contact Dr. 8.1 .. Gyorffy or Dr. R. Rvans at the 
H.f[. Wills Physics Laboratory, University of Bristol, 
Tyndall Aven11e, Bristol BS8 lTL. We will provide more 
information in our next newsletter. 

n) It hns been suggested to the CCP5 Editors that it would 
be uaeful for CCPS participants to have a list of the EARN 
and BITNET addresses of other members of the project. For 
this purpose we would be happy to receive from our readers 
their addresses, which we shall collect here at Daresbury 
for publication in the newsletter at a later date. So that 
"Je don't fall foul of the 'Data Protection Act', it should 
be understood by all partic1pants that the contributed 
addresses will be available to everyone. 

o) The CCP5 Program LibraTy. Documents and pTograms are 
available free of charge to academic centres upon 
application to Dr. w. Smith, TCS Division, S.E.R.C. 
Daresbury Laboratory, Daresbury, Warrington WA4 4AD, U.K. 
Daresbury Laboratory. Listings of programs are available if 
requir~d but it ia recommended that magnetic tapes (to be 
supplied by the applicant) be used. It may also be possible 
to transfer a small number of programs over the JANET 
network to other computer centres in the U.K .. Please note 
that use of inappropriate packing for magnetic tapes (e.g. 
padded bags) may result in them being con~idered unusable by 
Oaresbury Computing Division and returned without the 
required software. Please ensure that these forms of 
packaging are not used. A list of programs available is 
presented in the following pages. 
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We should ill So l i k c: to remind our readers that we would 

wt~lc:ome contri!Jutions to thP. Progr<~m Libr11ry. The Library 

exists to provide Stlpport for the research efforts of 
everyone active i11 comptlter simJJlation and to tl1is end we 
are always pleased to extend the range of software 
available. If any of OtJr reiJders havp nny programs tl1ey 
would like to m;1ke avoil1tble, please would they contact Dr. 
Smith 

8 



T11E CCPS PROGRAM I.IRRARY 

MDATO~ by S. 
f l u i_ d 5 

M. Thompson. M.D. 

10 

simulation of mon11tomic 

IIMDii\T by S. M. Thompson. 
fluids. 

~L D. simlllntfon of homonLLclenr 
diatomic 

by s - Thompson. M.D. simulation 

molecules 
MDLINQ by s - M. Thompson. .'1 . [) . simulntion 

molecules wittt quacirllpole. 
MDTETRA by S. M. Tltompson. M.D. simulntion 

molecules. 

() f 

'" lineilr 

of linear 

~l!JPOLY by s, Thompson. M.[J. sim!Jlation of polyatomic 
molecule fluids. 

ADMIXT by W. Smith. M.D. simLJlation of monatomic molec:ule 
mixtures. 

MDNAC!. by W. Smith. M.D. simulation of Hlkal.ai halide salts. 

MDMIXT by W, Smith, M.D. simulation of polyi!lomic molecule 
m:i xtures. 

MDMULP by W. Smith. M.D. simulation oE polyntomic molcG\lle 

mixtures. 
~1DMPOL by W, Smith D. Fincham. M.D. siml'lation of 

polyatomic 
MDZOrD by W. 

ellipsoid;ll 
DU>/COR by i-1. 

functions. 
CURDF.:N"' by w. 

molecule 
Smit.h & 

mi:<tures. 
K- Singer. 

gaussian molecules. 
Smith. Calcttlation 

Smith. Calculiltion 

correlation flJnctinns. 

~.D. simulation 0 f 

of density correlation 

0 ' 
density 

lll.Jl by D. H. Heyes. M.O. simulation of iltomic fluids. 
IILJ2 by D. M. lleyes. M.D. simulation of atomic fl11ids (with 

VACF). 

~!l.JJ by D. H. lleyes. M.D. simJJ]ution of atomic fluicls (link
cells). 

l!l.J4 by D. M. Heyes. M.D. simJllatton of atomic fluids 
(constant T or P) 

l!LJS by [), M. Heyes. M.D. simulation of Htomic fluids 

(shifted force). 
t\1 .. 16 by D. M. fleyes. M.D. simulation of atomic fluids 

(To~vaerd algorithm). 
~1CRPM by D. M. !!eyes. M.C. simulation of electrolytes 

(restricted primitive model). 
SURF by 0. H. Heyes. M.D. simulation of model olkalai halide 

lamina. 
HSTOC!i by \-1. F. van Gunsteren & D-

simulation of molecules in 
cell with solvent or lattice. 

MDATOM by D. Fincham. M.D. simulation 
MDDIA1' by D. Fincham. M.D. simtllation 

fluids. 

9 

M- !!eyes. MD oc so 
vacuo oc rectangular 

of 

of 
atomic fluids. 

diatomic molecule 
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~DDIATQ by D. Fincham. M.D. simulation of 
~DTONS by D. Pincl1am & N. Anastasiou. 

diatomic fluidS. 

M.D. simlJ]ation of 

electrolytes. 
~D~A~Y by D. Fincham & w. Smith. Simul;,etic)rt of rigid 

poly<:~tomic molecules with/without 
charges. 

CARlOS by B .. Jonsson & S. Romano. M.C. simulation of 
polyatomic solt1te molecule in an anueo115 cluster. 

M C !'.' hy N. Corbin. M.C. simulation of atomic fluids 
(Metropot is) 

SCN by N. Corbin. M.c. simulation of atomic fluids (Rossky, 
Friedman at\(! Doll 

STATIC SIMULATION CODES 

Ci\SCi\DE by M. LesliP and W. Smith. CalCtllates the structure 
and energy of a defect in on ionic foe 
give11 potential model. 

1't!BREL Determines the minimum energy configuration of a 
perfect lattice for 

T~IBFIT Empirically fits 

a given potentinl. 
a potential to experlmentally 

observed properties of n perfect lattice. 
SYHLAT Determines the minimum energy configuration of n 

for n given potential. pt~rfect lattice 
T!!BPHON Calculates phonon dispersion curv~s for 

three-body terms in the potential crystals w i t h 

10 
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University of London 

ROYAL HOLLOWAY AND BEDFORD NEW COLLEGE 
Egham Htll, Egham, Surrey TW20 OEX Telephone Egham (0784) 34455 

DEPARTMENT OF CHEMISTRY 
The Bourne Laboratory 

Wth ,·.arch 1927 

!\t the 5th J<arch 19.'37 CCI'S executive col;unj.ttee meetinb· it 

ext. 3401 

'.·1,"18 :lecidcd to look into the possibili ly of holding a CCF5 sponsored works!wp on 

" 1'rrtn.sport Procesf"-e.S ". 

I <"ffi writing to you to discover if you v1ould be interested :'..n 

8-tt.:>r.dine; such a meetJ..ng rmd if so t!te directions you would li<ce it to tn,ke. 

',n obviou.3 area would be equi1ibriL<m <:.nd non-equilibrium l':JJ routes tr:: viscosity, 

coclL'-diffusion and thermal condc:ctivity of fl;;.J.cls. T'ranspo:c-t. in solids ann 

·"'lforithns for performing the molecular d~,namics fl.re ot:;er areas of interest. 

'tie v1ould t~;;:;;ceo:::i;;,te your opinions on t::-tis matter, <1nd 8-lso on the monthc~ in thi2 

yeqr iiiOSt sni t,<l.ble to you. 

Your.s sinccrelJ 1 

' ,, 
' ' ' ·: / C\.t\J ' C ..:_ 

Telex: 935504 Fax: 0784-37510 
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~~~TING AN~OIJNCEMEST: 

THRRMO!JYNAMICS AND S1'ATISTrC:A!. M~CHANTCS OF SMALL SYSTEMS 

,'\ m"''"ttng 
Chemi_stJ~y 

is bcinr, 
St.atj_s\.j(·nl 

or-g<>niscd by the Royal 
;.!,~ch;Jni(:S and Th0rmodyn<•mics 

the IJntversity o[ Y1lrk OJ\ September 24-2~ 1987. 

Society 0 f 

Group at 

The topics for c!isctlssion iJJcliJde smnll systPm behaviour in 
vorous mr~dia and 

noth theor~ticnl 

and contribtJtions 

;Is cryst;1llttes, 
and experimental 
<11:e i.nvi to,d. 

CliJBLI'l"S iJ.Od 

;1spects wi 11 llf~ 

mi.celles. 

di.scussed 

The speakers incltJcie Dr. 
~vcrett (Rristol) anrl Prclf 

R.J. Evans (Bristol), Prof. 
.r.s. RowlLnson (Oxford). 

n . H • 

Please contact !Jr •. J.Il.R. Clarke, Department of Chemistry, 
li.M.[.S.T., Sackvillc Street, Manchester M60 lQD as soon as 
possible for details. 

P.G. F'rancl.s 



REVIEW OF 
ST~!I:LA'TtO;.;; 

l 9 c'l 7 

TilE CCP'i MEt~"TTNG ON 'N!:-:W i!ORI?.ONS IN 

OF COND~NSED Pf!ASES' ~!RI.D AT li~!ST R 
Tl!F: 

9 

COMPUTER 
J!I.Nl)ARY 

W. Smith 

As the t' t:i.e of thl'! mP.cting suggests, the li!test CCP) 

mePtin~ was n fclrwarri lcJokinR nffalr, whicl1 wns intended to 
highlight ar~i!S uf c:omplll~r slmiJlntlon wt1ich seem llkely to 
Clpen new avent!PS <>I !'nt(tllry. ·r·~e mcetjn~ wns c>reanisPri l>y 
the departln~ CCP5 Chairmun, Dr. J.H.R. Clarke, with the 
'' s s i s t 11 n c: e o t hi s c: o 1 1 f' <> P, 11 f' s 11 t :: ~ P D c~ part men t of Chemistry 
and attencicc! !Jy seventy simtJLation scientists from the 

~;~li\.'"'~ Kingdom, iiB iB always the 
c:••Be with CCP1 meetings, mat\y interesting Qtlesti<Jns were 
raisecl Bllli Dr. C:111rke wiH~ly 11llowecl sufficient time for 
discussion. generally held to l'e a 
stlmu1aL_ing a~1d informative mf•ptinf,. 

The first contrilltJtor to tlte meeting was Prof. W.t .. 
. Jnrgensen (Purdue ICniversity), who spokP. on the subject of 
comp11ter sim•Jl~tions of 11rganic reactions. The objective of 

this work was the (ieterminatiot\ of the rates of or8onic 
reactions from first principles. Prof .. Jorgensen first 
considPred the SNz reaction l>eloved of organic cltemists, in 
particular, the reaction between chloromethane CI!3Cl and 
chloride anion ~1-- s~ 2 renctions are bimolecular and 
sterospecific, they do not have intermediates and have an 
activation energy that increases with the polarity of the 
solvent. Prof. Jorgensen's approach involved the calculation 
of tlte gas phase potential reaction surfac~ followed by its 
modification to include solute-solvent effects and finally a 
simt1lation of the reaction along u Stlitable reaction 
coordinate. The first step was achieved through ab initio 
methods; calculating the energy of the transition state 
(i.e. the (Cl .••.. CH 1 ..... Cl)- complex) over the reaction 
coordinate. The sol•JtP.-solvent interactions were determined 
l>y the ab initio cnlculntion of ':lttsters of solvent 
molecules with the rei!ctive spP.cies. The ptlrpose of th~ 

simulation (by Monte Carlo 
density ftJnction g(rc) 
reacting species being at 

method) was to determine the 
the giving the probability 

separation rc on tl\e 
the 'reaction force' 

of 

reaction 
coordinate. From t. h j_ s 

be 
reacting system plus 

obtaJned. The simulation involved the 
2SO 'TIP4P' water molecules within a 

periodic system. ·rhe ~C proceclure required the 
be done for several overlapping 'windows' 11f 

si.mulation to 
the r:ear:tion 

coordinate, 
udequutely. 
full r,(rc) 

usi~\>', <1 b:iHSing 

ThP. final set of 

function. The 

l2 

technl<!tle to SllmplR each window 
overl.npping wil\dc>ws gave the 
~TP ensemhle reqttired 1-2M 
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equilibration steps Rn1l 2-6~1 steps averaging for each 
win1iow. tn the sim11l0ticJn the polentjal f\tn~tiuns tJsed were 
Lenndrd-Jor\es 

r.epresent the 
desct·ibe(i <'.!S 

12-6 f•JncticJns with fractional charges to 
COLilombic forces. !lowever the p11rameters were 

functions of the reacticJ!I coordinat~, fitted to 
the at1 inito ~aJculaLiOtts. 

The restllts fc>r Lhe ex11mple rP!lCticJn that tho? 
l.·el;ttively compllcntecl energy barrier of thR gas phase 
l"f'IH:Lion WI\ S r!>olctC('Ii by a sinf',lP., tlir,her peak in 11queous 

solution. 
observations 

These results tally with experimental 
whic:!t shc1w the ~!;H rpncliCill to be much fnster, 

i·lnd that the solvnteci renctiOll has no intermediates. 
Interesting1y, 
il:Jec·iet· showed 

ir1 ~he Pss pc>lar solvent OMF, tile enerEy 
morP. [Jilt'ti eul;Jrly the o c: c 11 r r en c e 

of rninim<1 stq;gescivc· of ittl.f'rmedia\J'S. (This latter 
suggestion has some exp~rimentMl NMR evidence \n its 
favottr.) Calr:ttlati.clrts c1f the enerBY itnd nttmiJer distributions 
showed that the nttmher of scJlvnting woter molecules about 
thQ reoctinR sp~c:ies ls constant throLtRhOllL tl1e reaction, 
contrary to expectutic1ns. Tl1e relative recluction of the 
solvation energy <Jt the transition state (a factor 
contribtJttng to the energy barrier increase) is due to a 
weakening of the solttte-solvent bonciing, not to the expected 
reduction in solvent: coordi.nati.on numbers. 
colctJlations ttsing thermodynamic perLtJrtJation 
indicate that the structiJre c1f the transition state 
and solvent is very similar. 

F'urther 
theory 

in gas 

Prof. Jorgensen concluded with n sttJdy of the SNl 
reaction of t-butyl chloride with Cl- anci showed that the 
formation of a contact ion pair [t-BtJ]+.cl- was clearly 
apparent, btJt the eviclence for a solvent separated ion pair 
was much less clear. Throttnh<Jllt his talk Prot. Jorgensen 
presented excellent graphics revealing the 
aspects of the reactiorls being descrjbed. 

stereochemi.cal 

Dr. 
in the 
(GLE). 

\!sed to 
fraction 

S. Toxvnerd (Pnnum Institute) described his st11dies 
implementation of the Generalised Langevin EqtJation 

He was was concerned to show how the GI,E could be 
simttlote the system of n polymer in solution for the 

of the cost of a full molectJlar clynnmics simulation 
bttt wiLh comparable ncctlrac:y. The system he consi<lered was a 

nonomer consisting of Lennnrd-.lones atc,ms bound hy harmonic 
forces 
atoms. 

and suspendt•d 
Following the 

tn a solut·Lc1n 
work ot f\ossis 

GL~ for this system ts is written as 

md';:'i(L)/dt ~ mf t ' M i ( t- C ' )v i ( t 

l.J 

Quentrec 

) + 

l, en nard-Jones 
<~nd Boon, the 



where v 1 is the 
stochastic fore~, 

velocity 

e i. the 
t:he memory fliTIClion. 

of the 
bead-bead 

i ' t h . 
forces 

Th , • • • E. clivisio!"l of 

bead, 
on bend 

r i 
i , 

forces 

the 
and 

into 
stoch<~stic and bcacl-bead contri!>utions is c1nly valid if the 
correlation ft.tnction <": 1 .-r_: 1 > is zero lhrotl~~hout. Dr. 

Toxvaerd has ~heckecl this using simulation anc! has 
established that iL is true ~xcept at short times, where 
small deviatiorts rJ~Ctlr. 

Once the m~mory ftlnctions ~{ nre kn<>Wrt, the Gl.E can be 
solved nttmer.ic;~lly iJ!Id Dr. Toxva<~rd described 
for oblaininr, 
is replaced 
ceneral be 

t h <-~ m. m(~mory funct:ion for the 
his [ll:oc:cdur<~ 

whole sysL(•m 
by d "!or i expnt:sion. These terms in 

resol v<-:d 

contributions, \Vi. t; h 
Nevertheles:o; 

1, n to 

t h ·~ 

intramoleclll<~r and 
exc:eption of the fi.rst 

calctllated by 

solvent 
termK 1 . 

molecular 
dynamics 
Explicit 

via 
the hi.gher 

t:he time: <leri.v~tives of the ve:locities. 
conside:r;olti.on of the first two terms of the ~orl 

expansion; comparison of the v~lt1es for the p11re solvent 
with values obtained for the polymer sol11tion allows 
physically reasonztble approximations to the memory fttnctions 
~ to t,e mac!e. The memory f11nctions are then written ns~ 

:-.ii_(t) K 1 

tn whic:.h Kl . (s , ' 
dependent part of 

c ) i. s the instantaneous value of the solvent 
number (which i s dependent on the 

M<,ri coefficient 
be<:~d 

t) and K 2 is se.cond for the pure 
solvent. This approxim;J.t ion has been 
si.mulation 
Uhlenbeck 

program ttsing the 
an<! the results have 

Fourier 
i.mpleme:nted in 
method of \.-lang 

a 
and 

be~n compared with molecular 
dynamic~ anc! a simpler Langevin Eqt1ation (l.E) simulation. 

The 
th~ MD and 
bondlength 

results show 
the GLE and 

that 
T.E 

small differ~nccs arise between 
simttlations of the bead-bead 

distribution, but thft bead velocity 
CJutocorrelation functions 

method WilS 

are well reproduced. 
essent tally 

The 
exact npproximate Gt.F. shown t<> give 

results for the centre 

end-to-end distance R 2 
of 

and 
mass diffusion. Studies of the 

the rac!itts of gyration s 2 and the 
functions showed thal very long corresponding correlat icln 

runs are necessary for good statistics (prohibitively for 
the MD simtllations) and aho11t 111 6 timesteps are required for 
the molec11le to establish the mean sl1ape. Within the 
limilotions ort Ll1e sttJdies occasioned by these difficultie.s, 
the MD and stochastic dynnmics restllts were good. A stJJ<iy of 
the effects of Lhe solvent on the molect1lar conformnttort was 
undertilken, 
simulation of 
molecule was 

by means of a C<Jmparison with n 'fr~~ molectJle' 
the nonomer. F<>r the state points studiec!, the 
rather globular, and no great cffe~ts of the 

14 
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solvent were seen. It wus cont:ltJded t h fl t G L E method 
desc:ri.bed 

solution 

Dr. D. Rnpaport (3<Jr-I1an Univf~rsity) spoke on 
means of SIJbject of microscale hyclrodynamtcs, 

has BllCl:essft•lly slmtilutecl some of the 
of fluici flow. l·le !1egan l1y describinn 

by 
macroscopic 

t h ~c 1~ i. nd s of 

which 
features 

phenom<·~na 

s c• 0 n in 

stiltionr!ry 
lhP flow 

obj•~ct . .'\t 

:is 1 ;1m i n;>.r 

stationary edcllcs fcJrm. 
become un~tnble il ~~ d 

shedding) and give rise 
vortex or von Karman 
I:IJrbulence resqlts. 

low flc'W 

(Stokes 

yet 

such as 
1,-;Jtcs (low 

flow). c\s 

hi..gher 

- , . . r .. II l. (j flow past 

Reynolds 
the flow 

thf' 

numhet·) 

move .'I WHy from the object (vortex 
known as the 

hi~.h flow rates 
pattern 

Al very 

Dr. Rapaport descrihecl how he h11d simttlnted many of 
these features in a mole~ular dynamics simulation on the 
parallel assembly c1! FPS attachec! pro~essors at IBM, 
Kingston, New York. The simiJlatic>n was of two-dimensional 
flc>w past n fixed ~ylinc!er of 2S nm ciiameter. The fluid 
consisted of !70,001) 'soft sphere' mcJlccules in n 150 nm 
wide system with periodic bollndaries. A flllid density of 
().81 and a flow speed of 110 m/s was used. A fc>rce field of 
10 1 ls was employee! to drive the tlow and rethermnlisation of 
the molecules at the down-field botJndary was IJSed to 
maintain the periodic conditions. The entire simulation cell 
was partitioned into 'slabs' to permit efficient 
parnllelisation of the system and redtlC~ clata communication 
betw~en processors to a minimum. Th~ resulting flow pattern 
was presented graphically. Tl1e sJmtllation cell was 
partitioned into n 60x60 grid and n short time average of 
the particle velocities in each sub-cell was calculated at 
intervals of 5 timesteps. The ov~roge velocity vector for 
each sub-cell was then plotted as a field of flow. 
Approximately !00 hot1rs of CPU time were required on a 
system of fo11r FPS 264 proc:essors ln porollel. 

The results showed clearly the development of the 
cltfferent regimes of flclw behaviotJr ciesc:ribed above i.e. 
laminar flow, eddy formatic>n, incipient instability of the 
eddies 11nrl vortex shecidlng nnd fin11lly the von Karman 
street. The metltod cl.carly ha~ great potentlal in 
elucidating the microscopic features that tlnderlie the 
contintltlm behaviotJr of fluids in flow. Dr. Rapaport 
conclt1decl t>y disctlssing the limitations of the method (short 
times, small spatial scales and subsonic velocities) and 
possit!le extensions 
simul,ltions. 

of t.be 

] c 

·' 

method to three dimensiont~l 



De. M. r. Allen (University c1E BristcJl) cl~scribecl his 
work donf' in<! coll<Lborf!Lion wilh D. Fr1~nke 1 (Ul:rccht) on 
the molccul<lr 
nemiltic phnse 

dynamics 
transition 

simulation 
i n <'1 system 

() f 

0 f 
the isotropic to 
hard ellipsiods. 

(The phase ciiiLgram for this systnm had been obtained 
previously by Frf•nkpl nnd ~lllder.) Dr !\Tl.!~n described the 

technique by which tlte h;Lrll ellipsoid system was simLJlat~d. 

(A delililecl clescripLic>n of' Lhis appears ln CCPS Trtfo. Q11ilrt. 
-'io. 21 p.21'1.) Tn pei~<:ti,·e. t·.h.c• svsl:<>.rn si.mul<~ted <':onsi.sted of 

14~ ell ipsl>icls an1i ~0ner11teci ~06 c:oll isiCJtlB per ho11r on a 
CYBER 203 compiJtnr. Tit•! <!llipsoicls st\Jciiccl had nxial ratios 
(u/b) of 2 ar1d 1. 1'he elhje~Live was tel c:nlCIJlnLe sinBle nne! 
collective tirne-dep~ntlent tl~ientationaL correlation 
ftln~Lions in the re8ion e1f the isoLrclp{c-nemaLic phase 
transition ancl clecluce thn vnl1Jes 
the Oe(;ennes nntl Keyes/Kivelsnr1 

of p<lrameters 
theories. 

i.mporl:>_lnt in 

The single partic:lrl rorrelation ftJnctions were ciefined 
itS: 

,-f.s(t) 

ancl the collective correlations ftlnctiorts as: 

;:;j ( PL(~ 1 (0).ej(t)) > I < PL(~i(O).El.j(O)) > 

in which r 1. is a Lesenclre n<>lynomial of order 
unit vector aligned nlc>ng the major axis elf 

These ftlncti<Jns were c:olculated for L~l nnd 

L and ":1. is a 
the ellipsoid. 
2 at various 

densities. The ftJnctions showed exponential decay at long 
times in the expected manner. The characteristic decay times 

~ for the collective ccJrrelation functior1s were 
significantly longer than the decay times for the single 
particle correlations, partict1larly near nemotic-isotropic 

phase transition. The behavic>ur of the ratio r 2
5 /r 2 c w;Js 

shown in a plot against density and revealed a critical 
slowing down effect at lhe transition for the ~xial ratio 3. 
This slowing down was il\terpreted tJsing tlte Kivelson 
(·:xpression: 

_s 1 .,.c,. 
'2 . 2 

where g 2 is 
;~ dynamiclll 

the static second-rank Kirkwood 
Qt1antity that is clescrihable in 

factor 
terms 

i s 
the: 

orientation<ll 
(l+g 2 )-l for 

memory functi.ons. Calculations 0 f the factor 

different densities ;lllowEld 

wh i (~ h 
the i!bove equation 

Lo be used Lo cal<:u1;ltr. 
insensitive tc, th~ density. 
r,iven il s l+j2"'(). /LJ+/-0.16 

These rest1lts fln1l 

was found to he 

c ill cul il ted vn.lues 
(a/b,2) and 

experi.ment<ll cv i_d<>.nc<>. in l;ho". i_ 1." 

.!6 
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favou< from th~ work of Pl.y8~rc et al. on I? methoxy 
br:nzy L i.dene n b1Jtyl.nni.1 i.n1: (~!3B,<\), •.o~hi.ch p~;ovidt~d o'ln 

esti.m:Jtf~ of l+j2 <>f lh~ orrier rJ.7 and also supportt~d the 
mean fi~lcl prcclicl:ions of DeGennes that g 2 rlivernes at the 
crttcoL ci~nsity. FtJrther systematic investigations of these 
and related systems 11re planned. 

Dt·. r:J, Ti.ldesl1:y (linivet·sity of Soutnampl:on) des,~ribed 

Lh1~ m<cthod he h<lS d<,visf•d with his collnboritlol.'"s ~.R. 

St;Jpl<-~l:on (South<lmpton) and N. Quirk(>_ (8r Stinbury- on-

Thames) for stmulilt.Jnl_\ 

he defined os systems 
(mi~Pl \cs) chi&nge size• 

V;Jrinl1le polydisperseri liquids which 
ir1 which th~ dispers1•d particles 

the density {> f the system 
changes. Thn systr:ms OXitminnd werR the hurd-sphere system 
nncl a mcJclitied l.ennllrci-.lc>TIPS system, in both of which every 
particle possesserl a d1fferent effective cltameter (i.e. ~eff 

(ai+~j)/2). ·r!te simLtl~tion met~:<lCI was a modlfted ~ontP 

Carlo nlsorithm ln wl\ich t~1n sizes of the particles as well 
as Lheir lor:oLions were cltange<l as the simttlaLion proceeded. 
The samplinB of the particle si~es at each MC move was taken 
from an 11pproprinte porticle si~e dLstribuLion 
which in this case was tl1e Shultz fttncti<Jn: 

fz(·.7) ex.p(-( (z+l )/a) a) \ f 

"' 0 otherwise 

function, 

(n<a<b) 

\.Jh e r f; 

(The 
z is a parameter controll ing the form of 

ch<lnges wi.l:h 
the function. 

distribution ftlnction 
temperature for the 
rejected according 

L.J fluid.) A move W <IS 

density 
ncc:epted 

and 
or 

interaction 
needed for 

energy 
the long 

to the 
re~ul tinr.; 

change 
fr-om the 

range corrections. 

in the inter--micellar 
move. Special car-e was 

Applications of this 
methoci to hard spheres showed that as the ntlml1er density of 
tl1e particles increases, they tend to become sm<lller-, while 
for Lennard-Janes pnrticles there is an initial averaBe 
increase in the particle diameters followed by n decrease at 
higher densities. The initial increase was thotight to be due 
to the attractive cc1mponent of the l.J potential, which 
encourgnged particles to approach, but this effect was 
outweighed by repulsive component when the density of the 
p<lrlicles was high. 

For fluids which the distri.bution function i. s 
symmetric an acieqtJnte descr-iption is possible 
mono<iisperserl fluid with the appropriate packing 
which ls a function of the density and t~Je third 
the equiliiJritlm r!istril)tttion of cliameters; M1 . A 
tl1eory for M3 l!nS IJAerl developed in collaboration 
T. Slucktn (Southampt(l!\). The chemical 

17 

using il 

fraction, 
moment of 
mean field 

with Dr. 
rotenli<ll 
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di.stri.butions () f t h (-) hard spl1ere polyclispersnd flt1ids were 
Widom's pax-ticlf' insertion mf•thod c:alculated by 0 f 

WLth lilttices c1f cliffcrent particle sizes. The scaled 
p;u:tic1e theory 

wlth the simulated 
<>f SolacLJSe and Stell gnvc g<>Od ngreement 

chemical potential obtoine<l with hoth low 
riensity <iisLribtttion functic>ns. 

The sec<>nd clay i>eBnn with n tnl.k hy Or. D. Price on the 
omputer simulation 0 f min~~rnls importnnt in 

unde1:standing of gcologi.<:al pt·ocesses. Th r" mi.rH>.r-ills of 
;>,r[•atest 

i.mpot·tnnt 

signific<:tnce being sili.cates. 

prc>perttes elf these 

_[ t i. s extremely 
be fully that the: 

unriPrstood bf•fore models 
plate can 

thf•H(" mnt:erials 

0 f 

matcri.<lls 

neological processes 
cleveloped. The problem 

mosL commonly ex.ist i_ n 

regions of higl1 press•src anc! temperature in the enrth's core 
nne! is is nc1t practic:able LcJ perform sttilable experiments in 
the laboratory. (Perovskite, a hiBh presstJre phase of 
magnesium sil iCilte, for ex;1mple is thought to constitute 40 

p~r~ent of the curtl1 l1y vcJltJme, l!ttt tt is still very little 
tll\Cierstoori). Computer simttlation is therefore an essential 
tool for investigating Slli:h materials. The si_mulations need 
to provi<le informaticJn <Jn several properties of the minerals 
tel assist the geologist; the eqttatton of state, (P vs. T) 

phase diagram, lJtJ]k anct shear mocluli, rheological properties 
11nd dl.ff11Sion processes among them. 

A number of rnet!tods are available for modelling these 
systems (i) the ab initio Hartree-Fock method employing 
periodic boundaries (acc\Jrnte hut Jimitert to small systems); 
(ii) ab initio calculations on SiO clusters to obtain the 
potential energy surfaces (good for some properties, though 
there is a loss in accuracy resulting from harmonic fitting 
of the surfaces); (iii) modified electron gas potentials 
with fitting of the potential surfnce using empirical (e.g. 
Buckingam) potentials (poor estimates of the elastic 
constant~ result) and (iv) The tonic model using fittec! 
empirical potentials, pl1Js ccJulombic interactions and the 
shell model (massless charged shell coupled to ion core by 
harmonic spring) to acco\Jtll for polari.sability. The whole 

crystal s t rllC t u r P. i s modelled. To offset the periodic 
eff~~c:Ls of 
forces <lt·e 

covalency non integer 
sometimes used. 

charges and bond bending 

Of the four methods 
presently useful 
is employed in 
Ct\SC.'\DE, THBREL 

for pt·ovi.ding 
the large 

<lnci THBPHON 
data and elasticity structure 

structures of olivine, 

l8 

d~~scr_ibed only the 
gP-ological data. The 

lattice simtllat.i.on 

<l nd givf! excellent 

1 a. s l i g 

method 
p'('ograms 
crystal 

ccJnstantS (e.g. the predicted 
and ilmentte are very good). 



Phonon datn ore •1lso nvntlaiJlc and nllow the calcltlntion of 
heat l·opncily, Grttr1eisen parameters, therm<ll e~panslon, 

spectrum has entropy nne! 1iefcct cntroples. Also the phortOt1 
l>een fi>Llncl to he ln close ~~~rcetnenL with infra red and 

Er2quencies. The eigenvectors prc>vidc details Q f 
RHman 

the 
vibraLic>nsl motions of the ions wttich i 8 not easily 

avai. la.ble 
f•nLropi_c-:s 
ncctlriJtr-:. 
didgrarns 

fcom expectments. The calculations 0 f the 
nnd ,~<Jp<:tci.ti.c's have heen fll\lnCI to be verv 
Thcrm<ll <-~X[l;:tn.si_on coefficients 

of mirtl'rllls hnve been ol>tnlned l>y 
,Jnd the phi\se 
Lhis mf~thod nnd 

compart~ 

Pne~•·ey 

fairly W(~ll 

C'il] cul at ions, 
witl1 nxperimental 

IISlnR the CASCAO~ prop,ram, have 

dcfe;ct 

ill lowed 
redSonable estimates of Lhe c!iffiJSion rates of ions. 

In the fuLtlrP llr. Price ~xp~cts tc> see the ionic model 
heine 11Sed successfully to (ietcrminc 11nknown phas~s and the 
i ncorpor<!t.i_on 

/\xi.l\·od-Telle< 
0 f 

t: y p ·~ ' T. t: 

rnod.tfied 
<Idvilnced Co 

e}.;>ct:ron e<•s 
assist with 

Lhref•-body forces 
i.s also expec:ted 
polenlillls will 

this type of work. 

t hill: 
be 

such as the 
ah ini.tio <lncl 

sufficiently 

Dr. 
talk 

R. l.ync!en-Rell (University of Carnt1rid~e) 

on the Sllhject of phase transitions 

delivered 
,':lnd the: 

fltJcL•Jatlons in cJrientationally cliscJ:rdered crystals. Dr. 
l.ynden-Rell ltas tJsed mol.cc\llar dynamics t(> sttldy these 
phenomena in H variety of systems; cH 4 , CBr 4 cc1 4 , ~a+.c;-J-, 
tB11Br and SF 6 . ThR vnl11e of the molecular c!ynnmics opproach 
is that it complements existing experimentol and theoreticol 

methods nrtc! naturally lntrod••ces the effects of temperature 
and entropy. The theory of ordering stJJriied by Dr. Lynilen

Ae11 is the l.ancloiJ theory, in which the free energy of a 
system ls given by the expression: 

Tn which Y is the 'order parameter'_ This f•1nction has o 
single minimum for temperat•JrP.s T>Tc (i.ndicoting a stable, 
orderered phase) o very brood minimum when T~Tc (in<licoting 
incipent instability) and a double minimum when T<Tc 
(indicating a new preferential ordering). The order 
parameter Y is itself a ftlnction of the oriRntation of the 
molecules and is on trceducible representation of the space 
8r011p of the crystal Tts spatial Fotlrier transform Is 

rP-presented by: 

't(i:t) = B,_molexp(i.l<.•!eieq) K;~L(Oi) 

Tn which Lhe function K:MI.(n 1 is 
harmonics (e.g. K1Jbic t1ormonic:s) 
symmetry. 1"h~ inclex T. inc!icates 

a combini;lJon of sph<-~rical 

the. crystal 

19 

ilpprorriate 
th~~ type ot 
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l.=l implies clipo13r orclcring, tm2 q•Jadr•Jpolnr ordering nnd 
l.~l CJt:Lltpolar cJrcierin~. PlttcLuaLicJns in the orcler pnrnmcter 
~ (i.e <Y 2 >) 11re l!lr~esL when a change in pltase is incipient ,, ' 

and plots of <Y-) vs. k vector provicle information on Lhe 
crystallographic feDLIJrcs of the transition e.g. a peak nt 
k~O (~ p<>inL) irtdiC!Ites no change in the ntlmber of molecules 
ln the 11nit cell, nt k=?one botsndary implies a do1Jbllng (or 
similar) In the 11nit cell iLncl aL intermediate k valtles, an 
incommens•Jrnte phase s c>xpcctcd. 

Dr. l.ynden·-P.ell illustrated these Jlrinciples with 
examples of the orten::ational prc>pcrtics of sodium nitrite 
nnci nitro~er1 on urnpitite. 'fhe c:onclttclin~ example was an 
ir1vestigatton of t~rltary h11Lyl !Jromtde (tRtJBr) to cleterminft 
whether Lhe c>rcierlrt!: was c!ipc>lor (I.=l) or ocltlpolar (1.~3); 

the former indicating the dominance of the molnc11lar dipole 
in the crystal structt1re nnd the lntter the dominance of the 
tetrahedral geometry of the molecule. A comparison of the 
<Y 2 > vs. k plots <>f these two alternatives with the 
corresponding plots of CBr 4 , showed the cl.oser resemblance 
to the octtlpolar case. 

Prof. 
desct·ibe~d 

C.R.A. Callow (University of 
the 

Keele I Daresl>tlry) 
the investigation of str.ur:tt.lt·e and 

condtlctivity of~ aluminn. Two forms of~ Dltlmina exist; the 
stoichiometric form Na20. llA1 2 o 3 und the non-stoichiometric 
form (Na 2 o). 1 _ 3 ttAl 2 o 3 . The believed strtJctures are 8omplex 
spinel blocks in which the sociium atoms OCGilt' in layers at 
11lterrtnte hexag<>nnl sites (the sc>-called Beevers-Ross (BR) 
sites). The sc>ditJm ions are mobile in these l.ayers and give 
rise to c:onductivity. The non-stoichiometric sodium ions 
reside in bridging locations between oxygen ions. The 
strtJctures were investigated both by static lattice methods 
(wltich tJsec! a shell model for the ions) and by molec11lar 
dynamics (which used a rigid ion model. on1i the Ewald Stlm to 
handle the long range forces). The objectives were to 
determine the rol.e <>f non-stoicltiometry in conduction, the 
migration mechanism, the structure of the conduction plane 
and the temperatt1re ciependence of the condtJction. 

The 
CASCADE 
OCCI.l[lied 

static 
progr<lffi 

the 

path (:onduc t i.on 

lattice colctJlations 
ond showed that the 

Heevers-Ross' 

were performed with the 
interstitial sodium ions 

s i t e s and thnt the <> n t i

foe the sodium ions was 
non-stoichiometric ;Jnd stoichiometri_c 

different in the 
The moleclll<ll" 

dynnmics were performed with the program FUNGUS, which was 
a1lapted for th1: parallel assembly of FPS processors at 
Kingston N.Y.. The simulatiorts \tsed 500 ions per Mil cell; 
the stoichiomAtric cas~ possessing 24 Na+ ions. The non
stoichiometric cases 1111rl 4 and 8 more Na+ ions (pltls 
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comp~nsating o 2 - ions) r~sp~ctlv~ly. 

T!t~ ~toi~hicJmetric cases showed the scJditJm ic1ns to be 
<tl the KR sites bul :-10 dlff\lsion (i.e. c:onciuctiviLy) was 

~vi.det\t in tl1e temperitltJr~ region 600K to 901lK, tltotigh the 

~a+ tons s}\CJWed larBe thermal parameters. Tl1e nc>n
stoi~hiomctri<: (+4N;J+) c~se showed signs of r!iffttsion at 
601lK and defittitc difftision at 901)K. ·rhe interstitial soclitJm 

i on s 

stt·ong 
occupied .:~nli-·RR 

intet·<~(:ti.on w ( th 
sites with so1ne clis[>lnc:ement dtle to 

the excRKS o 2 - lons. 'fllerP was some 
cvidertce of Cclncitl<"Lion paths. Sllrprisingl.y, the non

stcJichlometrtc: (+8N11+) c:11Se showecl significantly less 

c!ifftJsiott and extc!tsivl~ itttnrilCtir>ns l>etw~etl the eKC~ss 

SCJdittm and oxy~cn i<,ns. Th~ excess soclit•m ions were 
r!isplaced townrcls thcl miri o-o llrldgc 

The conclusions (l t L hi s work W('re that the 
stoichiom0tr:-ic 

w h i_ l ·~ in 
surpr~·ssed. 

sodium i.ons 
En 

l!ltlmltln is nell o so<liurn ion conductor, 
hiHhly non-stoichiometric form condtJr:tion is 
th~ l<lW non-strJichiometric lorm the excess 

the oxygens 
occttpy anti-·BR sltes, l1ut ar0 
at higt1er ll(JIJ-slcJichiometry. 

displaced 
Conduction 

soclium ions appears t<l involve distinct pathways 

towards 

by the 

The session on the 
simulation b~gan witt\ n talk 
the Path 
method 

Integral :-ronte 

QIJanttJm mechanical methods c1f 
by Dr. M. Gillan (!!orwell) on 

Carlo (PTMC) method, which is a 
foe simulnti.nr, qtJantum systems at non?. era 

temp~ral\ir~s and l1ns its ori~ins in the path integral 
formtilation of quanllim mc~hani~s due to Feynmann. ReHinnttlg 
with the one <limenstonnl, single particle case, Dr. Gillan 
explained the derivation c>f the method. At the ~ore of the 
methc•d is t!te mathematical fttn<:tion known as the density 
mntrix, in terms of which the partition function of n system 
and the mean value cJf any static (eqtailibritim) observable 
quantity may be calculated. The form of the density matrix 
i. s : 

p(x,x' ;,"i) "" ~n(x') 

wht~h closely resembles the Green's f11nction or prc1pagator 
tJsec! in the path inte~rnl f!Jrm\Jlotion ot Feynman. This m~ans 
that n substittJticln of the time variable by i~h/2n permits 
t!1e formal tJse of the pot!t integral method to calculate the 
partition function for the system of interest. In reality 
the density function has only 
tl1e frep particle at1d Lhe 

been derived for two 
harmonic potential, 

cases; 
and no 

analytical sol11tion is kn<lWn for complex pcltentials or mnny
body systems. However F<>ynman's formnllsm nllows the 
pilt·ttt loni.ng a givnn path integral into short~r p11ths 
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ov~r th~ sp1ln of whl~h the harmonic potflntinl mny be \Jsed as 

n ~ooci npprcJxim;lLiclr\. ( Th i. s i s the so-c:alled short-time 
llpprcJxim;Jtion.) If this strntegy is odoptccl, it emerReS that 
Lh~ rest1ltnnt expr~shion for the partition fLITlction is 

formally CC!IJivalent to that of n clnsstcill model ring 

polymPr in which Lhe atoms nrc COLipled by harmonic sprinBS 

with u force constant of 2mP(n)2/(h~)2 nnd each atom is in H 

potent tal 

;tLoms in 

field 

Lhe 

of stt·ength 

l:"inr, nnd V 
V/P, wherP. P i.s 

is Lht~ potential 

the number of 

'" the origin;Jl 
!!ami 1 toni.i:ln. 

Tl1e physical siBTtificance c1f Lhc polymer is 

~clllP.ctively il: r~presents the cielocalisdticln <>f the 

;>llrlic10 in ilf",rf•crnc-'n\: w:i th the l:ncert.ainty Prin\'.iple. 

effe~ttv~ recltl<~ti<ltl of the potential enerr,y by t!tR 

1/P is wh11L ertallles the pitrenL parttc:le to t11nnel 

thnt 

pat·ent 

The 
f<J.~tOI~ 

i n L o 
classicnll.y fc>rhicid~n regions. T!te spring constant is 

largi!SL when Lhe temp~l:"lllltre <Jr Lhe miLSS of thn parent 

particle ls large. This means that tl1e rins polymer reduces 

in exlertt (i.e. reclttced delc>cal\snt·lon) tJnder tttese 

ctrctJmstun~es, whicl1 c:omply witlt the classical limit. 

Gener11lisation of the method to d.irnensions and m<1ny 

particles is easily ltccomplishecl (but may be computotic>nally 

!~Xpensive) 

Simulnt.ions using t hi s m1~ thod 

the 

require only 

configuration::: 

\: h ll t 

of 
some 

the ~~eali_sti.c way of r,encl':"ating 

isomorphic polymer be available. Either molecttlar dynamics, 

Monte Carlo or stochasttc dynamics methods may be employed. 

(~o siRniftcance shc>uld he attached to the time dependent 

aspects of MD and SO.) Or. Gillan prefers the stochastic 

methocl over MD since it avoids the problems of ergodicity 

encountered in MD when the spring constants are large. Or. 

Gillan gave a numl1er of examples of the application of the 

method and concluded with his own work on the dissolution of 

hydrogen in metals in which he has been al>le to reprodtaca 

many of the observed features of these remarkable systems. 

Dr. B.ll. Wells (University of Oxford) contintled the 

q11antum mechanical theme in o talk on the new developments 
that: have token pl!tCe in the Green's Function Mol\te Carlo 

metl1od. Or. Wells began by describing the two basic methods 
CtlrrertLly tn ttse; the Variational Monte Carlo and Diffusion 

Monte Carlo methods. Both are methods for dealing with the 
electron·ic 

Vari11tional 

system from 

wavefttnctions of molecttlnr systems. 

method is used to calculat.e the energy 
o known wavef11nction. In the methoci an 

The 

of n 
initfll 

s c t of electron positions are moved using a gaussian 

mc1ves n\'cepted according to n pro!Jnbilily 

of the wavefunction. The so-called local 

propagator ;•nci tl1e 

based <Jn the SC!lJare 
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f.l.(r') i s ~nlctJlnted nrtcl nccttmtJ]ated at ench step, 
following''" equil ibr1ttion period. Tn Diffusion Monte Carlo 

•...;nvefun<:ti.on i_ s 
initial trial \~ave t-unc lion. 

calculat<!d, starting from nn 
this method the gntJssinrl 

exponential hrnncll{ng term, 
1s requir~d nnd is tlpdnted ns 

Tn 
by iJ.O pt·op<lga.t ion 

for which a 
iltlgmented 

t r .i 11 .t statf' enerr,y 
the simttlntion proceeds. Excitccl states con calculated 
provi<led the lnlli!Ll wnvefttrtctlon possesses the correct 
symmetry. Tl1c stnndnr<l mctllocl tJses l:l\e 'fixccl node' 
llJlproximnLl<>n, w~•ic:h re~tlires the rtocies o£ Lhe wavefttnctl<>n 
to l1e nccur;Jtcly knc>wn. "fhis knowl.~clg~ pr~vents negative 
conflgut"ation densities arising in thfl s,>mplinr, proce.dure 
CortflgtJrntions wtti~h ~rr>ss a tlOcie hc1undnry in the coursfl of 
the cal<:l!latlon ar1~ clel~ted, hut provider! the lrial energy 
i.s close to the actl!dl ~:>tate r~n~~~-ey, the population of 

C<>nfigurations will l1e maintained. The method has l1een 

SIJCc~ssftJlly npplicrl calCLllation~ c>f the correlati<>n en~rey 

in smnll molcc111es. 

ildViJ!lC('S 1\monv, the 
place re,:ently 

approximation in 

in 
the 

Green's 

mflthods that have been tnking 
1:emovnl of the short-time 

function propagator, Lhe. 

of the f i XC"d-nodr!' constraint and the development 
of the cJj_ff£'renLia1 Honte Carlo method to enflblt: 
calculations of physi.cal. qunnti.ties, BIJCh us the molecular 
c!ipole, which clepend on small energy d_i_fferences. (The 
essential feattJre of the latter metl1od is the calc:ulation of 
Lwo distirtct systems, one the minor pertttrbotiort of the 
other, IJSing the same random walk to redtJce the variances of 
the cnlc\Jlaterl prc>perty.) Example applicnt.i.ons of th~ 

methods described by Dr. W~lls incltJded the c 2 +e- bound 
system, e-!1+ systems ot a dielectric surfoce (for both of 
which good binding energies were obtained) and the 
calculations of H3 + and tt 5 + systems with and without the 
Born-Oppenheimer npproximntirln. 

The final speaker 
(University of York) who 
developments in parallel 
concept of a parallel 

of the meeting was 
provided on overview 
computing. 

com()llter, 
l!e bep,an 

which 

Or. D. Firlchnm 
of the current 

by defininr, the 
is a comp11t0.r 

some of possessing 
which could 
the user's 
[tlst.rU(:t ion 
Instruction 

There 

more than 
be .;IC t ). V e 

one processing tlnit, 

simultnncclusly tJnder the 
ll 1 1 or 
direction of 

SIMD (Single 
(Multiple 

program. Purnl lel computers 

Multiple Datastream) or 

mny h~~ 

MIMD 
Multiple f)atastreDm) machine-S. 

are curcent ty nrchitecttJr~s for 
p;lra11<'1 computers. The first of thes~ is tl\e mainfram~ 

n•Jmbcr of processors witl\ sharecl memory 
Th~ sec:1Jncl is the switc:hinft network, in 

wh i_ ch 

( E:- g. 
hns small 
c,-;ly XMP/io/1)_ 
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wh i ~~ h th~rc il r r. processor-s and interconnt~ctcd 

m~mori~s (e.g. \lt.TRA). In the third nrchile~ttlre, the 
pro<:essors ar~ ccJnncc~t~d btJt have thei_r owo memory boards. 
An impc1rlnr1t fe1ttt1re ()£ all parallel comptlters is tlte 
topology of the connections between processing 11nits, Dr. 

Firtchnm Bnve fottr examples; the sqtJare 
the hyperctJbe (e.g, INTEl. hyperctJbe), 
l1y Lhe llniversiLy of Frlartaen) nncl Lhe 

array (e.g. ret. DAP), 
the pyramid (clevised 

'Watc,rloop Ring. Enc:h 
<lt these topolc1gics has its IJWn feat11res and advantoges e.g. 

l.h1• hyperctllJe, wltit:h pc>ssesses 2" nodes with n connPctlons 
to each, has otl1cr CO!\nectivities as subsets of this, and 
Lhese caJt l1e exploitee! in SJJecific applications SllCh as the 

p~riodic bounclnry. 

A r€certl sicnlficant clevelopmenL in the PHrollel 
complltins concept has b1·~n the irttrocluction of the 
TRANspu·r~R, whic:h s 11 high performunc:e mic:roprc>cessnr which 
has been specifically designec! to be linked to other 
l"RANSPliTERS so creutinB 11 flurallel processc>r. Each processor 
is its~] f a cc>mpletc comptlter, wl1ich will soon acq11ire a 
h11rdware floating pc>int Ltnit (ctlrrenlly floatin8 point 
arithmetic is !tarldled !>y software). Ay way of an example 
application Dr. Finc:ham clescribecl a moleculor dynamics 
application of the TRANSPllTER, that was SIJitable for 
simlllating biological mc>lecules. Other recent signific:ant 
dcvelc>pments ore: the INTEL lPSC and iPSC/VX computers which 
have tl1e hyperc:t!be topology and up to 128 processors; the 
fPS T series, which has hypcrc1Jbe topology ond vector 
prc1cessors at esch node; the ICL Mini-OAP. a SIMD machine, 
~nd the ReconfiHtlrobl~ Processor Array (RPA) ut Southampton, 
in which the processing elements can l>e dynamically 
configured to suit the application. 

Or. Fincham concluded with a few comments on the 
(unlikely) transportability of parallel codes and the 
commercial presstJres likely to encotlrage the development of 
larger machines with fewer processors instead of smaller 
multi-processor mac:t1ines. 

Throughout the meeting a number of poster displays were 
on view. These included: 
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"Computer 

c\nnealing of 
Simu\.ntion 

Atomic Clusters'', 
of Plasticity in 

ller,p,if~, R. Jones andY. ?..h11ng. 
"Simulation 
S.ilicalite" 
Col bour-n. 

Studies 

by R. 
on Adsclrption <Jf 

Vetrivel, C.R.A. 

24 

Micelle", by IJ. 

by l..T. \.Jill~~. 

Miner;J.ls", by M. 

Methanol 
C<Jllow 

over 
E.i\. 



1 4 

"Comput<-~t'" Si.miLl.ation of Zeolite Stilbil.i.ty <:~nd Stt·uc.tut·e", by 

R.,\. J<,ckson 

"Gener;~l i s~~ci 

.Jones Fluid" 
Hydrodynamics 

by C. flrui.n. 

"Computer Simulalion of 

<L nd r.·Lgenmodc•s £or L(•nnax-d-

Class:iea.l Fluid with [nternal 
QiJant:um Statc-•s" 
J.).. L<~bowit7.. 

by .J . Talbot, P- B<JLlone, Ph 

(~r.'!L(•ful 

SCVCl'>ll 

Lo 
or 

nr .Jul 

1: h ·~ 

inn CJ;,rkf•, Professor Konrad Sing~!r 

nnd t () 

prepnrillf\ Lhis review. 
~11tirely of my own ffiilkinB 

i\ny 

25 

f () l' the i_ ~~ 

(•rrors thot are present are 



1 

Computer Simulation Studies of Zeolite Structure and Stability 

R. A. Jackson and C. R. A. Catlow 

Department of Chemistry, University of Keele, Keele, Staffs. ST5 5BG, 

Introduction 

Atomistic computer simulation techniques have been applied to a 

range of zeolites, with a view to predicting the structures and relative 

stabilities of these materials. 

Details of the Method 

The atomist1c computer simulation technique that has been used in 

this work is lattice energy minimisation. This technique enables 

lattice energies to be calculated and the associated minimum energy 

structures to be obtained. It relies on the availability of interatomic 

potentials to describe the interactions of atoms in the crystal; the 

potential model used for zeolites has been applied to a wide range of 

ionic and semi-ionic solids, and the parameters have been used in a 

successful simulation of the structures of~- quartz and its 

polymorphs(l). An important feature of this model is the inclusion of a 

3 body term to account for covalent effects in silicon-oxygen bonding. 

A second derivative minimisation method has been used in all 

calculations; it should be noted that in the case of silicalite, the 

CRAY X-MP/48 was required for the calculations. 
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Results and Discussion 

The work carried out falls into two sections. First, Na+ Zeol1te A 

has been studied extensively, since reliable experimental data exist for 

this zeolite which enable the computer simulation methods to be tested. 

Secondly, the relative stabilit1es of a range of zeolites have been 

calculated. 

+ In the case of Na zeolite A, a number of potential models have 

been Llsed, ranging from a rigid ion descript1on of all ions to the use 

of the shell model to describe oxygen ion polarisability. In the 

simu·lations it ·is most 1mportant that the positions of the framework 

ions be accurately reproduced; the non~framework cations (in this case 

Na+) are not so accurately located experimentally. This has been 

ach1eved in general, but some oxygen ion displacements are too large. 

Some refitting of the potential model (originally fitted tod..-quartz) 

may be necessary. 

In the case of calculations of relative stabilities, these have 

been obtained for the siliceous forms of zeolite A, faujasite and 

silicalite. Results are given in table 1. The correspondina value for 

~\-quartz is given for comparison. It should be noted that these 

simulations were carried out to constant pressure, i.e. all strains, 

both internal and external, were removed. 

An important extension of this work is the calculat1on of minimum 

Gibbs energies for these zeolites, as relative stability over a range of 

temperatures is important. This work is in progress. 
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Table 1 

Lattice energies per Si0 2 unit after relaxation to constant pressure 

latt1ce energy/eV 

Zeal ite A -123.66 

Faujasite -123.48 

Silicalite -123.89 

quartz -123.90 
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S0/-1E "AD HOC" NOTES ON ISOKINE.'riC AND (N,V,'r) DYNNHCS 

Les \'loodcock 

All equilibrium particle simulations comprise at lea.st two stages; an 

equilibration period and a sample period. 'rhe relative computational require

ments can vary enormously depending on the size of the system. F'or very 

large systems, >"" 10000 particles the sample period for equilibrium proper

ties may be instantaneous (one configuration), For very sma.ll systems eg. 2, 

21ny low energy configuration can be cegarded as being in equilibrium. The 

computational overheads for equilibration of large systems with long relaxa

tion time could be considerable; it is practical considerations such dS these 

which will determine the choice of dynamical equations for the practitioner. 

The same applies to steady-state NE11D simulations. 

'Hhen the non-equilibrium behaviour .is of no interest the particles and 

momenta a.re set as close as possible to equilibrium. This usuall.y involves 

placing the particles in a low-energy initial contiguration and allocating a 

normal distribution of velocities. Irrespective of the mean and half-'aidth 

of this initial velocity distribution (v1 •• ,v ) the requisite initial 
- ~" 

kinetic energy corresponding to an instantaneous temperature T , defined by 
0 

t 
3N k T 

0 12.1 /m) t==O 

N 
=: ( I: 

i=l 

is exactly obtained by the scaling 

= f m(v1 .•. vN) .. , 
1 o - ' I.ni.ti.a 

The scaling factor f is defined by 
0 

12.~/m 
' 

The simplest 1nethod of isothermal constraint dynamics is to incorporate 
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this momentum renormalisa tion procedure continuously in to the equations of 

motion, The objective is to generate isothermal (constant kinetic energy) 

dynamics with the minimum disturbance to the particle trajectories and 

momenta [ 1] • In the original continuous renormalisation method [2] a seal-

:i.ng factor f(t} defined as above was incorporated directly into the second

order central difference algorithm of Verlet [3], The finite difference 

equations (1) and (2) together with equation (7) of reference [2] are 

equivalent to the constraint equations of motion 

p. dt _, 

~F. dt + (f(t) - l)p. 
-l -~ 

N 
L r + F d t) 2 U? .. :i. -i 

i~1 

I 41 

I 5 I 

I 61 

In equations (4) to (6) the force F. is 'iJ¢(r.) where¢. is the potential at 
-~ -l l 

If we substitute into equation (5) for f and square the bracket we 

obtain the continuous renormalisation equation for the acceleration 

dt +(( ; 
± 

f' - ) 3N. k T m 
dp. F. 0 

·- p. _, _, 
N N _, 

p2 + " 2p r·. dt + ~ (F. dt ]2 _, _., _, _, 
i~1 i=l i ==1 

substituting for 

taking the limit 

T from equation ( 1), expanding the inner bracket, and 
0 

dt + 0 gives 

N 

' p. •F. 
i~l 

-l -l 

dp F. dt - p. dt _, _, N _, 

' p~jm 
i ==1 

_, 

I 7 I 

(B) 

Equation (8) is the isokinetic constraint equation of motion used by 
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lloover et al. (4) and deriw>.d by Evans et al (5) from Gauss's principLe , 

minimum constraint using a Lagrange undetermined multiplier. The derivat:.. 

and some applications are reviewed by Evans and 1-iot:"riss [1] where it is 

referred to as the method of Gaussian isokinetic dynamics, 

<::quations (1) to (8) show that the methods of continuous 

renormalisation [2) and Gaussian isokinetic dynamics are essentially the 

same. That the equations of motion (4-6) lead to isokinetic dynamics can be 

shown by deriving f from the constraint, additional to equation (1) for the 

aver<tge T , that the time-derivative of the "it1stantaneous temperature" be 
0 

zero, i.e. 

N N 

I p 2 /m 2 I p. •F. 
d'l' ( t) d i=1 

_, 
i=1 

-1. -J_ 

~ " at " " 0 
3N-~k 3N'Fkm 

191 

substituting in equation (9) for I", (t) from equation (5) gives the exact _, 
expression for f consistent '"'ith the constraint equation (9) 

N 
0 I 

i==1 

f 

(

dp. + (f -
-l 

dt 

N 
I F. • p. " -~ -l 

i~1 

N 

If 

1 + 

r. 
i:: 1 
"-N"" ___ d t 

r 
i::1 

- 1 ) p2 /m 
-l 

dt 

( 1 0) 

( 1 1 ) 

( 12) 

[Interpretation of f : time derivative of (f-1) is a moderating factor which 

slows or speeds all the particles uniformly in momentum space]. 

The formal proof that this method generates truly isokinetic dynamics and, 

simultaneously reproduces the distribution in coordinate space of a canoni

cal ensemble of statistical thermodynamics has been given recently by Nose 

I 6 I o 
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Equation (6) is preferr-ed to equation (12) for f in the implementation 

of these equations into a finite difference integration scheme because the 

continuous renormalisation has the advantages that! 

(i) the reference temperature T enters the equations-of-motion 
0 

(ii) it is self-starting 

(iii) it is more efficient for the equilibration period 

and (iv) it is self-stabilising up to much larger values of the finite 

time difference 1'\t. 

That the continuous renormalisation method is practicable for the 

various finite difference algorithms normally employed for Newtonian MD has 

been demonstrated by many comparisons with N,V,E microcanonical calculations 

on similar systems. Actually it is generally found to stabilise the 

algorithms to larger values of the finite difference 6t. The net effect, 

however, of the temptation to use a larger 6t, is to unwittingly introduce 

some "Brownian motion" and this effect upon the time-dependent properties of 

the trajectories may be undesirable. 

Several other schemes very closely related to the continuous renormal

isation method have also appeared in the literature recently [7-10]. 

Brown and Clarke [7] have compared ~1D schemes, including a method 'Nhich 

they refer to the "ad hoc" method of momentum scaling. Brown and Clarke's 

"ad hoc" methcd differs from the continuous renormalisation method in that 

the particles are slightly less constrained due to the absence of the Fdt 

term in their scaling factor (equation (6)). The net effect of this is to 

introduce some fluctuations in 'l' of the order N-l/2, and linear in A.t; this 

was evidenced by the comparisons of Brown and Clark with their Gaussian 

isokinetic calculations at the same mean T. It would appear that any "ad 

hoc" variation from equations (4-6) would to some degree loosen the con

straint of constant kinetic energy, as also would too large a finite time 

increment. 

[faille and Gupta [8) have introduced an alternative method of momentum 

scaling; they propose the equations of motion 

SIH'l'-87/86 
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F. dt _, ( 1 3) 

( 1 4) 

where f , the momentum scaling factor, is defined as f in equation (3), 
f!G o 

i\s with the "ad hoc" method of Brown and Clarke, the Haille-Gupta momentum 

scaling equations lead to deviations linear or first order, in dt, but they 

derive the equations from a generalised driving potential and indicate that 

the canonical coordinate distributions is generated. Nose [6], however, 

suggested that these H-G equations yield a modified canonical coordinate 

distribution with differences of the order N-l/2, 

Broughton et al. [9] have examined the effect of discontinuous renormal

isation or periodic scaling. 

Heyes et al [1 0] have added two further "ad hoc" methods to the growing 

list of variations of renormalisation techniques. 

Any number of "ad hoc" methods can be derived but only where the 

algorithm reduces to equations ( 4-6) as 6 t -:.- 0 does it correspond to the 

continuous renormalisation method of reference [2]. 

Berendsen et al [11] have derived a set of constralnt equations of 

motion for isothermal (but not isokinetic) behaviour. They begin with the 

Langevin equation for macromolecule behaviour but remove the stocastic ele

ment. The Oerendsen equations are isothermal, deterministic but not time 

reversible, and in the present notation take the form 

dp. = F. 
- l -l. 

dt ·1- -1\p.dt ) _, 

The constant y is a coupling constant to an imaginary heat bath. When 

I 1 5) 

ydt 0 the system is effectively decoupled and Newtonian dynamics are recov

ered. When ydt = 1 we obtain a constraint equation very closely related to 
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the momentum scaling procedure 

If' It I 
0 

- 1) p, 
-~ I 1 6 I 

t:>.ll the previous constraint equations were derived without r.ecourse to 

the total l·iamilt:onian equations of motion for both the system and heat bath. 

By fixing the constraint of constant T equation ( 9) a truly canonical distri-

buti.on of both coordinates and momenta cannot be achieved since in a truly 

canonical (N,V,T) ensemble the total kinetic energy is distributed according 

to the Boltzmann probability 

N N 
d z p?;m ( Z p

2
/m\ 

i =1 
-~ 

i -1 -~ ) 

dn 
a exp 

2k T
0 

( 1 7) 

where n is the probability density. 

This problem of: simulating canonical kinetic energy fluctuations with 

reversible deter minis tic equations of motion has been solved by Nose [6, 13]. 

By ~;riting down the extended system (i.e. system+ heat exchanger) Hamilton

ian and introducing a new scaling variable in time, Nose •,.;as able to derive 

the deterministic constraint equations of motion that are both time-revers

ible and generate the canonical ensemble up to factors of t..l-te order D/6N 

where D is the number of degrees-of-freedom. The whole system may accelerate 

or decelerate to permit fluctuations in T without disturbing the coordinate 

distribution. 

The Nose ES (extended system) Hamiltonian for the system plus heat 

exchanger is 

... r ) + L 
-N 

i 

+ (Nq: +'I) kT log 
e 

s + 

variable, p its conjugate 
s 

( 1 8) 

s i.s an arbitrary dimensionless time-scaling 

momentum. Q (effective "mass") has units of 

time. 

energy time2, p units of energy 
s 
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The Gquations of motion derived by Nos~ which correspond to his 

extended system Hamiltonian are 

d 
s 

dt 
N 

-~ i=1 

dr. - ' 

dp. 
-' 

" 
.f'i 

ms2 

F dt 
-i 

(p. + F. 
-~ ~J.. 

dt 

dtl 2 
'~ - (N + 1 )kT/s dt 

( 1 9) 

( 20) 

( 21 ) 

t 
the additional degree of freedom (N + 1) is due to the conjugate momentum 

of the heat exchanger. 

Hoover [12] has observed that Nos8's equations can be written in a much 

more ammenable form by the simple expedient of reducing the global time~scale 

by the factor s, putting dt ~ sdt' 

p dt' 
dr. 

_, 
I 221 _, ms 

dp " F. sdt' _, _, ( 23) 

sps dt' 
ds 

Q 
124) 

c p? 
* 1)k~ ' dt' dps " ~ - IN + 

i =1 ms 2 
I 251 

re-writing the evolution equations (differentiate equati.on(22) wit}J respect 

to time again and substitute from (23) and (24) for dp. and ds. _, 

The variable s is then eliminated by re~writing the second-order equation 

StUT-87 /86 
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]5 

p _, 
m 

s 
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substitute from equation (24) for ds/s 

( 27) 

The Nos&-!-!oover. canonical equations of motion are then (redefining dt) 

dr. p,jm dt 
-l -l 

( 28) 

F. ps 
dp. 

-l 
dt - dt 

-l m Q£i ( 29) 

c i:1 p2/m -Nkl) -l 

dp dt 
s Q 

( 30) 

Any choice of the constant Q will yield the canonical equations so for 

practical purposes it is convenient to eliminate Q also by setting 

Q 3NkT(i".t)2 131 I 

In this case the more specific equations of motion can then be simplified 

into a more recognisable form 

dp, =:F. 
- 1 -1 

denoting the dimensionless conjugate heat exchanger momentum as n then 
s 

dn=<(£2-1) 
s 0 

(321 

133 I 

is independent of the time increment in the integrat1on of the equations of 

motion. 

Thus the Nos8-Hoover equation in a form suitable for conversion to a finite 

difference algorithm is 

Sl.JIT-87/86 8 
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lf 2 
0 

- 1 I dt 
t 

Alternatively, for most pr:a.ctice~l applications imaginable, we have a 

practicable simple generalisation of the equations of motion 

n 
dt+(f -1).J2.. 

' 

n "' 0 Ne'.1tonian 

n ~ Continuous r:enor:malisation isokinetic 

n == 2 Isothermal 

Example: Verlet algorithm 

F. (t)6t- (rr; + f2- 1)p, (t-) 
-~ 5 0 -1 

( f2 - 1 ) 
0 

or for the simple generalised form 

( Nos6-Hoover 

I 

( 34) 

I 35 I 

( 36) 

(37) 

I£ anyone '"ere to find any differences between the results obtained from 

amongst the above methods which significantly affect applications, e.g. 

comparisons with experiment or theory, the topic would be of more interest. 

Differences between the ensembles become negligible anyhow for a system of 

sufficient size. 
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VECTORISING YOUR MD PROGRAM FOR THE CYDER 205 
THE BRODE AND AHLRICHS WAY 

by David Brown, Chemistry Department, UMTST. 

As a regular reader of this illustrious, World renowned 
informal newsletter I have been surprised that little, if 
anything, has appeared in its pages concerning the adaptation 
of MD programs to take advantage of the ''vector'' capability 
of the CYBER 205. In Britain access to the CYBER 205 at the 
!Jniversity of Manchester Regional Computing Centre (UMRCC) 
has now been possible for over two years and despite some 
early teething problems, with compiler bugs and fragile links 
with the front-end, is now providing a fairly robust 
service. .[t seems reasonable to assume then that many people 
have already managed to vectorise their programs but have not 
taken up the unique opportunity that this newsletter provides 
of communicating their experience directly to those most 
Likely to be interested. [ have, therefore, taken it upon 
myself, at least partially, and under absolutely no duress at 
all from the Ed.itor-in-chie.f (Bill ~'>~mith), to redress this 
balance. Hopefully others will find faults with what I'm 
about to relate and w1ll be spurred on to point these out in 
an article of their own. 

As mentioned in the title, the method I have used has 
been lifted wholesale from a paper by Brode and Ahlrichs 
[Computer Physics Communications, ~' 51, (1986)] who report 
that signif·icant savings (93%) in CPU time can be achieved 
using it. There are, however, some slight technical 
differences between my own implementation and that originally 
described to which I will allude in due course. Only a brief 
resumci of the method will be given here. For a fuller 
descr1ption the reader is directed towards the original 
article. 

METHOD 

In a conventional MD simulation the vast majority of the 
time is spent evaluating the forces between all possible 
interacting pairs. Schematically the conventional order of 
evaluating pair separations (rij=ri-rj), and hence forces, is 
shown below for a system of just N=6 particles. 

Jo] 2 3 4 5 6 
Io] r11~1z r, r,. rls r,s 

2 r21 r2~23 r24 r25 r26 

3 r,, r,, '.3~34 r,, r,. 
4 r., r42 r., r44~45 r46 

5 r, r,2 r,, r,. r 5~ 
6 r61 r62 r 6 3 r 64 res res 

This is achieved in Fortran quite simply within a double loop 
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in which the first index, I, runs from 1 to N-l and the 
second, J, runs from I+l to N. On a scalar processor this 
represents an easy and efficient way of calculating the 
matrix for a reasonable number of particles, i.e. N of order 
10 2 . On the CYBER 205 though there are distinct disadvantages 
1vith t.hi.s approach. Firstly, the vector lengths are short, at 
most N-1 and, secondly, they become shorter as I4N, The CYBER 
205, however, only starts to approach its asymptotic speed 
when vector lengths are of order L0 3 , due to penalties 
incurred in starting up an operation. Now consider the 
following scheme where the interaction matrix and an 
identical copy have been juxtaposed 

J"l 2 3 4 5 6 7 8 9 10 11 l2 

[" l r· 11 r16 ru rl2 r1, r14 r1s r16 
2 rz1 r 21 r,, r23 r,. r2s rzs 
3 r,1 r32 r,, r,, r34 r,, r 36 
4 r 41 r,, r,, r., r,, r44 r,, r4s 

5 r s 1 rsz r,, r54 rs:J r,, rss rss 
6 r61 rsz rs3 rs4 rus rs, r64 rss r 66 

This time all possible interactions have been taken, as 
riJ"'-·rji• but the vector length has been kept toN except, in 
th1s case, for the last one which equals N/2. Of course, 
there are always (N-l)/2 blocks of N interactions, so for an 
odd number of particles there would be an integer number of 
blocks. This kind of procedure can be realised on the 
computer by doubling the length of the posit1on arrays) such 
that ri·~N=ri, and also the force arrays. A double loop could 
then be performed in which the outer loop controller takes 
values of the difference in the indices of the arrays 
J-1=1,2,3 ... etc. wh1lst the inner one runs from 1 toN or 
until all possible interactions have been taken. Then the 
total force will be given by f 1+fi+N· In pract1ce several 
blocks of N interactions are processed at the same time using 
additional vectors of length N5000 so as to improve 
efficiency. 

FORTRAN 200 CODE 

To demonstrate the s1mplicity of this method selected 
sections of a ''typical'' MD code for an equilibrium simulat1on 
of a single component atomic system, interacting through a 
Lennard-Janes 12-6 potential, will be given. 

The positions of the N particles reside in the arrays 
X, Y and 2 of dimension N2=2*N and are contained in a 
periodic cube such that all coordinates lie within the range 
-FAC and +FAC. The forces will be accumulated in the vectors 
FX, FY and FZ again of length N2. All the other vectors used 
Vl, V2, V3, V4, R2, XIJ, YIJ, ZIJ including the BIT VECTOR DV 
are of length NVECL where NVECL is usually, though not 
necessarily, a multiple of N in the region of 5000. Use of 
FORTRAN 200 shorthand has been used throughout so statements 
such as 
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A(l; N) oB (l+N; N) **2 

are short for 

DO 10 I:::l,N 
A( T)o:B(I+N)**2 

lO CONTINUE 

Another way this can be written makes use of array 
DESCRIPTORs which also have to be declared. These are all 
suffixed with a ''D'' so as to avoid confusion with scalars. A 
descriptor contains a starting address and a length both set 
by an ASSIGN statement. The example above would then look like 

ASSIGN AD,A(l;N) 
ASSIGN BD,B(l·~N;N) 

AD"=Bll**2 

WARNING~! As the code given below has been lifted and 
adapted from more complicated programs it will not in itself 
have been tested on the computer. There remains, therefore, 
the possibility, although very slight, that it contains one 
or two small buggettes. 

C Declare arrays, descriptors and bit vectors etc. 
c 

c 

c 

REAL X ( N2), Y ( N2), Z ( N2), FX ( N2), FY ( N2), FZ ( N2) 
REAL XIJ(NVEC!,), YIJ(NVECL) ,ZIJ(NVECL) ,R2(NVECL), 

+Vl(NVECL), V2(NVECL), V3(NVECL), V4(NVECL) 
BIT BV(NVECL),BVD 
DESCRIPTOR BVD,XIJD,YIJD,ZIJD,R2D,VlD,V2D,V3D,V4D 

C Calculate from the number of interactions, NITCC, 
C the maximum number of blocks of N that can be processed 
C at any one time, NMAXCC, and the number of batches 
C required to account for all interactions, NTIMCC. 
c 

c 

c 

NITCCoNINT(0.5*N*(N-l)) 
NMAXCC=NVECL/N 
MAXCC=NMAXCC*N 
NTIMCC=NITCC/MAXCC 
MTIMCC=NTIMCC*MAXCC 
IF(MTIMCC.NE.NITCC)NTIMCC=NTIMCC+l 

C Zero potential energy and force accumulators. 
c 

c 

TGGPEN=O.O 
FX(l;N2)=0.0 
FY(l;NZ)oO.O 
FZ(l;N2)=0.0 



C Normalize coordinates using RFAC=l.O/FAC so that they 
C lie between -1 and +1. 
c 

c 

X(l;N)•X(l;N)ORFAC 
Y(l;N)=Y(l;N)*RFAC 
Z( l; N)•Z(l; N)ORFAC 

C Copy coordinates onto the l+N to N2 elements. 
c 

G 

X(l+N;N)•X(l;N) 
Y( l+N; N) =Y( l; N) 
Z(l+N;N)•Z(l,N) 

C Zero counters and start loop over the number of batches. 
c 

c 

L=O 
DO 2000 K=l,NTIMCC 
LkO 

C Calculate the present value of the difference in 
C indices, JI=J·-I. 
c 

JI•(K-l)*NMAXCC 
c 
C Loop over the number of blocks of N 1nteractions in one 
C batch 
c 

DO 2010 M=l,NMAXCC 
c 
C Increment index difference counter 
c 

JI=JI+l 
c 
C Calculate the number of interactions in this set, JMAX, 
C allowing for the possibility that JMAX=N/2 or 0. 
c 

c 

JMAX=NITCC~L 

JMAX•MINO(N,JMAX) 
IF(JMAX,EQ,O) GOTO 2030 

C Store separat1on vectors in elements offset by LL 
c 

c 
c 
c 

2010 
2030 

c 
c 
c 

XIJ(LL+l;JMAX)•X(l;JMAX)-X(JI+l;JMAX) 
YIJ(LL+l;JMAX)•Y(l;JMAX)-Y(JI+l;JMAX) 
ZIJ(LL+l;JMAX)•Z(l;JMAX)-Z(JI+l;JMAX) 

Update offsets 

L=L+JMAX 
LL=LL+JMAX 
CONTINUE 
CONTINUE 

Processing the LL interactions stored 

ASSIGN BVD,BV(l; LL) 
ASSIGN R2D,R2(1; LL) 
ASSIGN XIJD,XIJ(l;LL) 
ASSIGN YIJD,YIJ(l;LL) 



c 

ASSIGN ZIJD,ZIJ(l; LL) 
ASSIGN V4D, V4 ( 1; LL) 

C Apply periodic boundaries making use of vector function 
C VAINT which returns into the target vector, in this 
C case V4D, the integer part of the subject vector as a 
C ceal, 
c 

c 

XIJD=XIJD~2.00VAINT(XIJD;V4D) 
YIJD=YIJD-2.0*VAINT(YIJO;V4D) 
ZIJD=Z!JD-2.0*VAINT(ZIJD;V4D) 

C Calculate the square of the separation 

c 
C Set the elements of the bit vector to 1 if r 2 is 
C less than the square of the potential cutoff, CUTSQ. 
c 

BVD=R2D.LT.CUTSQ 
c 
C Count the number of interactions within cutoff using 
C special Q8 routine, QBSCNT. 
c 

NN:::Q8SCNT(BVD) 
c 
C Check for no contributing interactions 
c 

IF(NN.EQ.O) GOTO 2000 
c 
C Assign some descriptors to new length NN 
c 

c 

ASSIGN VlD,Vl(l;NN) 
ASSIGN V2D,V2(l;NN) 
ASSIGN V3D,V3(l;NN) 
ASSIGN V4D,V4(l;NN) 

C Use the QBVCMPRS instruction to compress the list of 
C square separations down to just those that contribute, 
c 

V2D=Q8VCMPRS ( R2D, B VD; V2D) 
c 
C Re-assign array descriptor. 
c 

c 
c 
c 
c 

c 

ASSIGN R2D,R2(l;NN) 

Calculate terms 
CONl=cr2jFAC**2 

RZD=CONl/VZD 
V2D:::R2D**3 
VlD:::V2D**2 

in potential and force usxng 
and CON2=48*FAC*~fcr2 

V3D=VlD-V2D 
V4D=CON2*R2D*(VlD-0.5*V2D) 

C Accumulate total potential energy (/4€) using the QBSSUM 
C instruction. 
c 

'rCCPEN=TCCPEN·~Q8SSUM(V3D) 

:_) 



c 
C Compress down the components of the separation vector 
c 

c 

VlD~QBVCMPRS(XIJD,BVD; VlD) 
V2D~Q8VCMPRS(YIJD,BVD; VZD) 
V3D=Q8VCMPRS(ZIJD,BVD;V3D) 

C Re-assign separation descriptors 
c 

c 

ASSIGN XIJD,XIJ(l;NN) 
ASSIGN YIJD,YIJ(l;NN) 
ASSIGN ZIJD,ZIJ(l;NN) 

C Calculate components of the force 
c 

c 

XIJD~VlD*V4D 

YIJD=V2D*V40 
ZIJD=V3D*V4D 

C Accumulate the potential contribution to the pressure 
C tensor using the Q8SDOT instruction wh1ch returns the 
C sum of the dot product of two vectors. 
c 

c 

All•All>QBSDOT(V!D,XIJD) 
Al2=Al2·~QBSDOT(VlD,YIJD) 
AIJ•Al3+Q8SDOT(VID,ZIJD) 
A22=A22+Q8SDOT(V2D,YIJD) 
AZ3~A23+Q8SDOT(V2D,ZIJD) 
A33~A33+Q8SDOT(V3D,ZIJD) 

C Re-assign descriptors for expansion. 
c 

c 

ASSIGN VlD,Vl(l;LL) 
ASSIGN V2D,V2(1;11) 
ASSIGN V3D,V3(1;1L) 

C Using the Q8VXPND instruction the force arrays are 
C expanded up to their original length using the control 
C bit vector BV to insert zeroes into non-contributing 
C interactions. 
c 

c 

VJOoQBVXPND(XIJD,BVD; VID) 
V20oQ8VXPND(YIJD,BVD;V2D) 
V3D=Q8VXPND(ZIJD,BVD; V3D) 

C Calculate number of interactions already processed. 
c 

LOLD=L-LL 
c 
C Assign forces to particles using the reverse procedure 
C as that used above to assign separations and Newton~ 
c 
c 

LL~O 

JI=(K-!)ONMAXCC 
DO 2120 M=l,NMAXCC 
JI=JI+l 
JMAX=NITCC-LOLD 
JMAX=MINO(N,JMAX) 
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c 

IF(JMAX.EQ.O) GOTO 2130 
FX(l; JMAX)ofX( l; JMAX)+Vl(LL+l; JMAX) 
FY(l;JMAX)oFY(l;JMAX)+V2(LL+l;JMAX) 
FZ(l;JMAX)=FZ(l;JMAX)+V3(LL+l;JMAX) 
FX(JI+l;JMAX)=FX(JI+l;JMAX)-Vl(LL+l,JMAX) 
FY(JI~l:JMAX)=FY(JI+l;JMAX)-V2(LL+l;JMAX) 
FZ(JI+l;JMAX):FZ(JI·~l;JMAX)-V3(LL~l;JMAX) 
LOLD·=LOLD+JMAX 
LL::::LL+JMAX 

2120 CONTINUE 
2130 CONTINUE 
2000 CONTINUE 

C End of force calculation. 
c 
C Add forces in array elements I and I+N to obtain 
C total force on particle 1. 
c 

c 

FX( l; N) =FX(l; N)·~FX(l+N; N) 
FY(l;N)::::FY(l;N)+FY(l+N;N) 
FZ ( l; N) o FZ ( l; N) + F'Z ( l + N; N) 

It should be noted that with the vectorisation of the 
forces loop the rest of the integration algorithm can start 
to account for a sizeable percentage of the overall CPU time 
used. It is, therefore, essential that all these: other parts 
of the code are also vectorised. This is generally 
straightforward as they usually consist of just N-particle 
loops. 

DISCUSSION 

The scheme described differs slightly from that of the 
originators in three main respects :-

l) The separation vectors are compressed before multiplying 
by V4 to obtain the resultant forces instead of expanding V4 
and then multiplying by XIJ etc. 

Although more compressions and expansions are required 
this process represents a significant saving in CPU time, 
particularly if the pressure tensor is being calculated. 

2) Exact force and potential calculations are carried out 
rather than using tabulated forces and potentials. 

For inverse even power potentials there is little 
saving using tables by the time all the gathering and 
interpolating has been done. If constant temperature 
algorithms are being used in conjunction with constant shear 
rate or stress methods a high degree of accuracy is required 
in the force calculation to prevent a drift in the 
constrained properties. 

3) Calculation of g(r) ls omitted from the main loop. 
Accumulating the radial distribution function presents 

quite a problem as it is inherently non-vectorisable due to 
the random access of array elements. If needs be a separate 
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loop could be constructed containing the necessary Fortran 
and accessed periodically instead of the above loop, As 
configurations tend to be well correlated for many steps 
there is little point accumulating g(r) too often. For my own 
part I prefer to store coordinates etc. on magnetic tape for 
processing later and calculate g(r) if and when necessary. 

Another point to note is that correlation functions have 
also been calculated from data stored on magnetic tape using 
the Fourier transform method described by Smith [see CCPS 
Newsletters ~and ll. This is a very efficient way of 
calculating correlation functions as the fast Fourier 
transform (FFT) library of routines on the CYBER 205 is also 
vectorized. 

In all, the method described results in increases of 
speed by a factor of about 15 compared to a scalar optimized 
program run on either the CDC 7600 or CYBER 176 machines also 
at UMRCC (though, sadly, soon to depart for that big computer 
centre in the sky), Although this comparison does not include 
the extra time needed to calculate g(r). Even so the increase 
in speed is at least an order of magnitude, which is not to 
be sneezed at. It is also possible that the above scheme may 
improve performance figures on CRAY machines as well. This 
may have already been tried by someone, in which case I would 
like to hear from them. 

8 
46 



MINIDAP AT DAPSU 

J.E.Quinn 
DAPSU 

Queen Mary College 

DAPSU ( DAP Support Unit) took delivery of a prototype Mini-DAP as part of a collaboratve 
gram between SERC and ICL during April of last year. Since then the nuni-DAP has been in daily 
use, producing demonstrations for a variety of projects including hydrodynamics, molecular 
graphics, finire element work and for general development. 

DAPs (Distributed Anay Processors) are already well known in the molecular simulation field and 
various articles describing their use have appeared in this newsletter and other publications (see for 
example references at end). Essentially a DAP is a collection of individual processors all of which 
are simultaneously able to execute the same instruction. Each processor has its own memory but 
also has links with its four nearest neighbours and 'highways' are present for broadcasting data 
simultaneously to all processors. In addition each processor has its own on/off switch, which is 
used, for example, to map directly onto conditional clauses in user programs, thus implementing 
them very efficiently. 

Mini-DAP 

Mini-DAP grew out of a previous version of the DAP, one of which was installed at QMC in 1980 
and has been used by the scientific community worldwide, though mainly in this country, smce 
then. The term mini-DAP is deserved for two reasons; 

1) The original DAP at QMC was built in MSI (medium scale integration) 
technology and occupied several double filing cabinet size boxes, whereas 
the mini-DAP is built in LSI (large scale integration) and fits under a table. 

2) MSI DAPs have 4096 processors, mmi-DAP has 1024. 

The new production version of DAP is primarily intended for use in a single user workstation 
environment with the DAP as an attached processor ro either a SUN or a micro VAX. The 
prototype at QMC is currently attached to a PERQ II. 

Although the DAP was originally manufactured by ICL, since November 1986 the DAP has been 
placed in the control of a new company called 'Active Memory Technology' (AMT) who are 
exploiting the DAP comercially. AMT has close links with DAPSU (several ex DAPSU members 
have become founder members of AMT) and many of the current mini-DAP demonstrations to be 
seen at computer exhibitions were written by DAPSU staff. 

Mini-DAP Software Environment 

Mini-DAP has a very similar software environment to the MSI DAP, although there are four 
significant changes, 

1) The array size is 1024 instead of 4096 

2) The data area in DAP and HOST are no longer shared 

3) A fast l/0 channel (FlO) operating at rates up to 40 Mbytes/sec is available 

4) Asynchronous working of DAP and HOST is possible. 
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1) This change is fundamental and will require many of the existing DAP programs which make 
specific reference to either the wral number of processors (4096) or edge size (64) of the MSI DAP, 
to be altered. The syntax of the DAP FORTRAN declarations for vector and matrix working, e.g. 

REAL*3 R( ) , S( ) 

remains the same, but the value of the consrrained dimensions is 32 for the mini-DAP. 

2) Whereas the MSI DAP used common store for DAP and HOST sections of the program, 
mini-DAP requires data w be sent to, or received from the DAP. This transfer is actually 
performed by the HOST program and two routines DAPSEN and DAPREC are provided for this 
purpose. Conversion of data to DAP storage mode must still be canied out as on the MSI DAP. 

3) The fast 1/0 provides new ways of accessing the results of a DAP run, or of inputting data 
quickly. For example, a video board has been designed to sit on the FIO enabling the DAP store to 
be used in the same way as a conventional frame store, but at a much higher rate. The DAP FIO is 
asynchronous with the working of the DAP, so that data can be fed in or read out whilst DAP 
processing continues. 

4) The ability to use DAP and HOST machines asynchronously creates several programming 
possibilities. Some of the current demonstrations which use external graphics processors to 
display their results have the DAP calculating the next picture, while the HOST is displaying the 
current one. Semaphore systems have been devised to allow either machine to poll the other to find 
if it has fmished the next step in the calculations. 

At DAPSU the prototype rnini-DAP has a full set of system software allowing programs to be 
compiled, ran and interactively 'debugged'. In addition DAPSU staff have been convening 
routines from the MSI DAP subroutine library for use on the mini"DAP and -100 routines will be 
available in the first release. 

ICL, who have rights to rnini-DAP for defence contracts in this country are supplying software for 
use wirh the video board and Imercept Systems, a software house are supplying software for a 
variety of DAP related problems. Further graphics work will continue at DAPSU. 

Performance 

It IS generally reckoned that the MSI DAP was approximately one third the power of the CRA Y lS 
for computationally intensive calculations. Our own estimate in DAPSU show the prototype 
mini-DAP to be one third the power of the MSI DAP and based on discussions with AMT we 
believe the production machines will be one half the power of the MSI DAP, 1/6th of the CRA Y 
lS. Memory sizes on production machines will range from 4-128 Mbyte. 

Support for mini-DAP 

At present there is no front line support for mini-DAPs. However anyone wishing to use the 
mini-DAP in a 'pump-priming' fashion should write to Carol Hirst at DAPSU explaining what 
they would like to do, so that, where possible, time and resources can be made available. 

The possibility of installing a large (32 Mbyte) mini-DAP at QMC and using it to provide a national 
service, replacing the current ICL 2980/DAP service, is being explored. At this point in time the 
choice of HOST is unclear as is a start date for such a service. However it is envisaged that the two 
machines would run in paraUel for a number of months before the 2980/DAP is removed, allowing 
users time to move from one DAP to the other. 

In addition w [his service a number of research groups are applying to various grant awarding 
bodies for the provision of their own mini-DAP. 
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CCP5 UTEF..•\TURE SURVEY 1986. 

\.Je present in the following pilge,; the CCP':i litwcaurc surv1'y 
for the ye.at· 1986. The survey was conducted with the help of the 
T?'lSPEC servi.ee at the University of London Computing Centre and we 
thank Or. J. Altmann of U.L.C.C. for her essential contribution. 
Th<~nks are also due to Mrs. Anne Ireland of the Daresbury 
Reprographics Division for typing and sorting the entries appearing 
here and to Mrs. C.M. Smith for helping wtth the proof reading. 

\~e invite readers who have knowledge of other n~levant papers, 
articles or books to send ~1s tllP details, which we shall pleased to 
publish in an Addendum in our next newsletter. 

\.J. Smith 
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