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Editorial.

The’ aveiiabiiity'”ofeythe ”FPS 164 eéte Daresbury offers - an
interesting alternative to other vector processing machlnes,;namely.
the CRAY1S, CYBER 205 and ICL DAP, which UK CCP5 participants have
access Lo. Once the Daresbury AS7000 has been converted to MVS the
FPS will become dccessible ko everyone who Currently can access
Daresbury TSO0. "The" ‘present machine is not. a rival to the CRAYILS,
but it does offer cost-effective computing and ‘with the proposed
enhancements could well be a serious competitor. For the time
being, the machine iy available to the academic community on a
trial basis. Everyane would ‘be well advised to give machine serious
thought for future projecty “and apply to the Director, Professor L.
Green, at Daresbury Laboratory for time on the FPS. (See below for
further detalls).__ N

On a less happy note, we have received reports (see within)
that two of khe programs in the CCP5 Program Library have defective
integration algorlthms. The' programs concerned. are MDTETRA and
MDPOLY. (In fack, if the program MDTETRA is regarded literally as a
program for tetrahedral molecules i.e. molecules of the type CX ,-
then the Problem isi'cdﬁfihed”té MDPOLY. alone). Readers who have
used these programs are strongly adv1sed to . read the article by
Mike allen and Dominic Tildesley. Meanwhile, we shall undertake the
necessary correctiong te the Program Library copies.

Finally, we thank the contributors te the current issue., It
has been particularly pleasing to receive so many contributions,
without prompting by the editor! We hope that our readers will
enjoy reading the proeduct.
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General News.

a) The "CCP5  collaboration with the Statistical Hechanics “and
Thermodynam1cs Group  of the Royal Society of Chemlstry in the Form
of - a two day ~meeting ~on: 'Dense Fluids: Dynamlc and Static
Properties' is shortly to take place at Brlstol in April from loth.
- 12th.--- '

. Late applications 'to attend “are still possible up to 30th.
March for an additional fee of £5 after the closing date of 20th.
March. ' R

The speakers for the meeting include: G.Stell, W.a. Steele, R.
Desai, J.P. Hansen'and P.A. Madden. Those interested should write
to -Dr. Ci J. Wormald, Sé¢hool of Chemlstry, The Unlver51ty of
Bristol, Cantock's” Close, Bristol BSS ITS._ '

b) CCP5 14" ‘organising 'a 'Conference dn 'Stochastic Dynamics and

Macromolecules' at the University of York frowm September Lllth. to
12th. 1985. The conference is being organised by Dr. David Fincham
{(¥York) and Dr. Eric Dickenson (Leeds)., An announcement of this
meeting and a call for papers 19 1nc1uded Wlth this letter.___l___”

¢) GCP5 is to hold its second workshop on Graphics in the early
gummer of 1985 (date to be decided upon). aAlsc there is to be a
workshop on Silicatés, which'is scheduled for July. TInformation
regarding both of these events will be-évailablémin dﬁe'bdursetaz_;

.~ The'~ CCPY  Executive - Comtittee wWish “also g :femindf cCes
participants that it {8 always open'”to_ suggestlonSj for future
conferences or  workshops. Please write to the GCCPS Secretary {(Dr.
Wi Smith, Daresbury Laboratory, Daresbury, warr1ngton WA4 4AD).

d) CCPS- participants ‘- are’ reminded ' that the project " has an
allocation of 19 hours program development time on  the ULCG Cray_
ls, which 1ig,  at the- digeretion of the EXecutive. Committee,
available to the CCP3 community. Anyone who requires a small
allocation. of time to modify or "develop programs, may apply to the.
CCP5 Chairman (Dr.  J. H. R. ~ClarKe, Departmenit of. Chemistry,.
U.M.1.5.T., Sackville Street, Manchesteér M60 1QD) in the first
instance.

e) Daresbury Laboratory 'recently took delivery of an FPS 164
Attached Processor, which was purchased by Scieace Board. The
machine . arrived -at Daresbury in Novembér, aud is currently.
accessible via the ASS3000. This configiuration will remain until the .
MVS operating system is available on the AS57000, towards the end of .
March 1983, '



A major part of the machine will be available to the 5cience
Board commumnity for grant-supported computing. In the first year of
operation, the community is invited Lto apply informally to
Daresbury’ for time to try out and benchmark on the machine. If. the
FPS turns out Lo be’ approprlate for a particular research  project,
an - application” should subsequently be made to SERC for a bleck of
time in the same way as applications are made Eor Cray time. Note
that a conversion ratio to Cray CPU hours is very program dependent
- experience to date suggests a factor of 1!/10 for well vectorised
codes. Time will be generally available once the machine has been
connected to the AS7000.

Current upgrades to the FP5 should realise. an. improved but
still rather modest d1sc capacity oE 406G Mbytes.fThls will ba
increased "to 1. Gbyte by ‘the summer of . 1985, _ but. clearly
applications’ requirindg large quantltxes  0£_ disc”spaée will not
viable in the short term. The Eotal memory ~ available  1is
approximately 1/2 Mword, i.e. equivalent to that originally
avallable on the Cray Serial l. There are no plans to increase core
storage in the short term. ' :

f£) At the Rutherford and Appleton Laboratory, the change. to _direct
charging for the céntral computer usage, as recommended by the
Central Review Working Party, is expected to start from 1 April
1985, '

' The scheme to be operated (which. will by. subjected . to
reasségsment as time goes by) will levy . é;'b351c charge of . £150
annually  for registration plus £3 per annum for each maghetic tape
users have in the tape library. There will be ~ charges for disc
space (1ntegrated over tlme_ for MVS users) and eventually, for
MASTORR allocatlon also., The charges f6r resources will be in terms
of " "Allocation UnltS (AU and will take 1irito. account job prlorlty,
CPU time, I/0 volume, 'job size 'etc. The cost of each MVS AU will be
£2.75 and each CMS unit £24. (Note 100 MVS AU's are roughly
equivalent to one 380/195 CPU hour.) Charges for graphical oukput,:
manualy and’  magnetic tLapes, etc..are currently undey review. More:
details are given in the January/February RAL newsletter FORUM.

“Qther items of iﬁﬁéreéﬁuiﬁéludé'Ehé.finalL conversion - to - the
MVS operating system and the availablity of a UNIX operating system
(known ‘ag UTS) on the ATLASIO.

g£) &t the University of London Computing Cenbtre users are being
encouraged to use the data protection package ACFZ to protect Lheir
data on the Amdahl V/8 system. This is in line with the general
move towards greater data protection on all computer systemg. The.
ACF2 package may be used to define the level of security om each
dataset as outined in the ULCC newsletters for January and
February, ' ' '

The new Cray operating system COS }.12 BFIB is to be Field
tested in the Spring. This should not cause users any problems.



ULCC is also setting up an experimental microfilm plotting service,
using -a DICOMED mlcrofllm ‘récorder and ‘which promises good
Braphlcal reproductlon.' e T B

"~ New software packagéé"évii&blé"ét ULEC 1nc1ude' CAUngAN:_EZQ
the- quantum chemlstry package. and NAG FORTRAN 11 ' '

h) The University of Manchester Regional Computing Centre 1is
undergoing a reorganisation of staff. By the end of March, two new
gervice divisions; the National and Local Services respectively,
will - have - been. creéated; ~edch: with iEs’ own 'directdf.' Three
additional ~units - will ‘also beé  operating; the Network . Unit,
Operations - Group and Administratiou. Of these, the Network Unlt is
new and it 'will be responsible for the hardware and software oi Lhe:
local: and wide -area networks. R

-JV”The- National Serv1ces divlslon w111 be leldEd into the User;
Services and Systenis groups. The' former will'’ look_ after national.
uger . liason,. - documentation’  arid applxcatlons software for the.
meinframes and vectorisation problems on the’ CYBER 205, The'Sﬁstemsl
group.. will be responsible for the operatlng systems, compilarg. anda
resource allocation control goftware. The Lécal Services division
will sgupport the local machines and the local use of the national
mainframes..: S : R : ' o '

The CYBER' 205 FORTRAN" 77 compller (FORTRAN 200) 'contlnues ‘to.
have - problemg. A& :list of known problems is ‘stored in a data flle:
accessible online and users are recommendad te look at’ it regularlya
to: - keep.- up - to. .  date on developments.' (Llst o file
:WW.INFO.COMP.FORTZDO). h -

.Recent software additioms at UMRCC include NAG FORTRAN Mark R
and the quantum chemistry code GAMESS.

i) Readers may be interested to know that the 'Sixth Summer School
on Computing Techniques in Physicg' will take place at Hotel SKI,
Nove Mesto na Morave, Czechoslovakia 17 - 26 September 1985. The
principal theme will be 'Software Engineering, Methods and Tools in
Computational Physics'. Anyone interested should ceonktact Or. J.
Nadrchal, Summer Schools on Computational Physics, Institute of
Physics, Czechoslovak Academy of Sciences, Na Slovance 2, C5 - 180
40 Praha 8, Czechoslovakia. (Cloging date June [35th,)

J) CCP3 has arranged for a survey over the past year's literature
in the areas of interest to CCP5 participants. The list produced
will be similar to that produced in the CCP5 newsletter a year ago.
Because of difficulties in reproducing the copy however, it has nok
been possible to publish the list with this issue. Instead, the
list will be completed separately and sent out in a separate
mailing towards the end of March.



We ghould also take this opportunlty to p01nt out that  this
may be the last such survey that CCP5 can udertake. The cost of has
more than trebled since ocur last effort, due ko increased search
feasg, exchange rates etc. and to the fact that the number of
relevant references has. approximately doubled. since. last. year.
Therefore, unless someone can suggest a cheaper alternative, we
will probably have to abandon this useful exercise in the future.

k) Anyone ﬁishihg"tc 'maké use of the CCP5 Program Library is
invited to do so. Documents and programs are . available free of
charge to academic centrés upon appllcatlon to Dr. M. Leslie (*) at
Daresbury Laboratory._-Llstlngs_ of  programs . are -available.. if
reqguired ' but it is recommended that hagnetlc tapes (to be. supplied
by the applicant) be used. Users wishing, to: gend magnetic tapes.are
instructed to write to Dr. Leslie for information before sending
the tape. PLEASE DO NOT SEND TAPES WITHOUT CONTACTING . DR. LESLIE
FIRST. Delays are cauged by appllcants sendlng new. tapes whxch have:
to be initialised at Daresbury (3.eg tape marksg have to be written:
ot them). Also tapes sent in padded bags have’ to be cleaned before:
uge. Please do not use this form of packlng. (& list of programs.
available follows in the’ next_few pages > : : -

‘We  should also like to remind our readers thak we would:
welcome contributions to the Program Library. The Library exists to
provide support for the research efforts of everyone active in
computer simulation and to this end we are always pleased to. extend:
the’ range of software avallable. If any of our readers have any.
programs they wotld 11ke 'tq_ make available, please would they:
contact Dr. Leslie. ' ' ' : - .

* (Full  address: S.E.R.C. Daxesbury Laboratory, Daresbury,
Warrington WA4 4AD, U.K.) . L



Lisk of Programs in the CCP3 Program Library.

MBDATOM by 5. M. Thompson.

M.D. - simulation - of atomic. fluide. Uses 12/6 Lennard - Jones
potential function and fifth order “~Gear 1integration algorithm.
Calculatés sgystem -average configlration’ energy, kineticz energy,
virial, mean square force and the associated R.M.S. deviaticns “and
also system pressure, temperature, constant volume specific heat,

mean square displacement, quantum corrections and radial
distribution function. o ' o

HMDIAT by S. M. Thompsén.

M.D.: simulation of diatomic molecule fluids. Uses 12/6 Lentard -
Jones -site. ~ site: potential functions ' and ‘a fifth order Gear
algorithm for centre - - of . - mass motion. ' Angular motion ‘is
calculated by fourth order Gear algorithm with quaternion
orientation parameters. Calculates system average configuration
energy, kinetic energy, virial, wmean square force, meéan square

torque and the associated R.M.S. deviations and alsoc gystem

pressure, temperature, - constant volume gpecific heat, mean square
displacement and quantum corrections. B '

HDLIN.by%S; M. Thompgon. -
M.D. simulation of linear molecule fluids. Uses 12/6 Lennard =
Jones slte - gike potential functions and a fifth order Gear
algorithm for centre - of - mass motion. Angular motion is
calculated by fourth order Gear  algorithm with  qudterrion

orientaktion parsmeters. List of calculated properties is the same .
as. HMDIAT. - : o , R .

MDLINQ by S. M.. Thompson.: -

M.D. : gimulation - of - linear molecule ' fluids. Uses 12/6 Lennard —
Jones site - site potential functioms plus 2 point  electrostatic
quadrupole. Uses a fifth order Gear algorithm for centre = 6f -
mass motion. Angular motion is calculated by fourth order Geéar
algorithm with quaternion orientation parameters. List of
calculated properties is the same as HMDIAT.

MDTETRA by 8. M. Thompson.

M.D. simulation of tetrahedral molecule fluids. Uses 12/6 Lernard -
Jones gite - site potential  functiong and a fifth order Gear
algorithm for centre -« of ~ mass motion. Angular motion 13 
calculated by fourth order Gearx algorithm  with quatarnion
orientation parameters. List of calculated properties is the same
as HMDIAT.. - o



MDPOLY by 5. M. Thompson.

M.D. gimulation of polyaktomic molecule fluids. Uses 12/6 Lennard: -
Jones site - site potential Ffunctions and a £ifth order Gear
algorithm for centre ‘~ of =~ mass motion. Angular motion is:
caldUlated: 'by fourth '_order_ Gear calgorithm . with. quaternion.
orientation parameters. List of calculated properties is Lthe same.
as HMBIAT. . - ' :

ADMIXT by W. Smith.

M.D. gimulation of monatomic melecule mixtures. Uses 12/6 Lennard -
Jones atom -~ atom potential functions and .a  Verlet leapfrog:
algorithm for centre - of - mass moticn. Calculates system averape
configuration energy, Rkinetic energy and virial and. associated:
R.M.S. deviations and also 'pressure,. temperature, mean-. square’
displaceménts and radial distribution functions. . SR

MDMIXT by W. Smith.

M.D. gimulation of polyatomic molecule mixtures. Uses 12/6 Lennard:
- Jodes gite - gwite potential . functions and a Verlet. leapfrog:
algorithm for centre - of - 'mass motion. Angular motion 1s
calculated by the Fincham leapfrog algorithm using quaternion
orientaktion parameters. Calculates dgystem average configuracion::
energy, kinetic energy and virial and associated R.M.5. deviations

and also pressure and temperakure.

WIMULE by W, Swich,

M.D: simulation of polyatomic molecule mixtures. Uses 12/6 Lennard -
- Jones site - site potential functions and point electrostatic’
multipoles (charge, dipole and quadrupocle}. Long range
electrogtatic effects are calculated wusing the . Ewald gummation-.
method. Uses a Verlet leapfrog algorithm for centre - of =~ mass
motion. Angular motion is calculated by the Fincham leapfrog:
algorithm using. quakternion orientation . parameters. Calculatesg: .
system aversge configuration energy, kinetic emnergy and virial = and
aggociated R.M.5. deviations and alsc pressure and temperature.

MDMPOL by W. Smith & D. Fincham.

M.D. simulation of polyatomic melecule mixturea., Uses 12/6 Lennard.’
- Jones sike - site potential functiong and fractional charges to
represent elecgfrostatic multipoles. Long range electrostatic -
effects are calculated wusing the Ewald summation method. Uses a
Vaerlet leapfrog algorithm for centre - of - mass wmotion. Angular
motion is calculated by the Fincham leapfreg algorithm using-
quaternion orientation parameters. Calculates system average-
configuration enexgy, Kkinetic sanergy and virial and associated -
R.M.5. deviations and algo pressure and temperature.



DENCCOR by W. Smith.

Calculation of density correlation functions. Preocessesg atomic M.D.
data to produce the Fourier transform of the particle density, the
intermediate scattecring functions and the dynamic  structure
factors.

CURDEN by . Smith. =

Calculation of current” density correlation fumetions. Processes
atomic M.D. data to produce the Fourier transform of the current
density, the current density correlation functions and Etheir
temporal Fourier transforms.

HLJ1l by D. M. Heyes.

M.D: simulation’ of atomic fluids. Uses 12/6 Lennard - Jones site -
site - potential function and a Verlet leapfrog algorithm for centre.
~ of = mass motion. Calculates system average cdonfiguration energy.
and kinetic ‘energy and  associated R.M.S5. deviations and also.
presgure, Lemperature, "mean square displaceiments ~ and radial
distribution function. o S

HLJ2 by D. M. Heyes.

M.D. simulation of atomic fluids. Uses 12/6 Lennard = Jones site -
gite potential function and a Verlet leapffdg"algbfiﬁhm'EOf'centreﬁ
- 0f - mage motion. Calculates system average configuration energy
and kinetic : energy ‘and 4dssociated R.M.S. deviations and also.
pressure, - températiurée,  mean ~ gquare = displacements, - radial
distribution function and velocity autocorrelation funcEioh. '

HLJ3 by D. M. Heyes.

M.D. simulation of atomic fluids. Uséd 12/6 Lennard = Jories site =
gite potential function and a Verlet leapfrog algorithm for cenkre .
- of - mag9g motion. The link = cell method is employed to enable
large = simulations. Galculatés system average configuration erergy
and kinetic energy and associated R.M.S. deviations and also
pressure, - temperature, mean square displacements ‘and radial
distribution function. o . o ' o

HLJ4 by D. M. Heyes.

M.D. simulation of atomic fluids. Uses 12/6 Lennard ~ Jones site -

gite potential function and a Verlet leéapfrog algorithm for centre
- of -~ mass motion. The algorithm allows either the temperature or

the pressure to be constrained. Calculates system average
configuration energy and Lkinetic energy and associated R.M.S.
deviations and also pressure, temparature, mean square



displacements and radial distribution function.

HLJS by D. M. Heyes.

M.D. simulation of atomic fluids. Uses 12/6 Lennard - Jones site.-
site shifted potential function and a Verlet leapfrog algorithm for

centye - of ~ mass motion. This method removes the discontinuities
at the potential cutoff radius. Calculates system average
configuration energy and kinetic enaergy and associated R.M.S.

deviations and also _'pressure,_ 'temperaturé, __mean_ square.
displacements and radial distrlbutlon function.

HLJ& by D. M. Heyes.

M.D. simulation of atomic fluids. Uses 12/6 Lennard - Jones site -
site shifted potential function and the Toxvaerd algorithm for.
centre -~ of ~ mags motion. This algorithm is ‘more. dccurate than the.
Verlet algorithm.. Calculates _gystem average configuratlon_energy.
and kinetic ‘energy and assoc1ated R.M.S. ‘deviations. and . also.
pressure, Etemperature,  mean square dlsplacements..and_.radial;
distribution funétion. ' '

MCRPM by D. M. Heves.

M.C. simulation of electrolytes., Monte Carlo. program . using:
restricted prlmitlve model of . an elééttolyte-E_The potential ig.
regarded * as infinite - for"r'idj_and Coulombic . for r. d. The.
properties calculated are the average configuratlon energy. and. its.

R.M.S, deviatlon,-'thq_ pair radlal_d;strlbution function and the.
melting factor.'g o T o

SURF by D. M. Heyes.

M.D. simulation of model alkalai halide lamina. Molecular, dynamics -
simuldtion ~ for  ionic  laminae using  the Togi~Fumi /.
Born—Mayer—Hugglns poténtial and = the Ev;en method for evaluating .
the lattice sums. The 1ntegratlon algorzthm_ used 1is the Verlet
method. The program calculates the systeém potential and kinetic .
eriergies, the pressure and the final averages and R.M.S.
fluceuations. The’ program also calculates density profiles such as
number density, btemperature, energy and pressure.

HSTCCH by W. F. van Gunsteren & D. M. Heves,.

$.D. or M.D. similation of molecules in vacuo or in a rectangular.
cell with selvent or lattice atoms (i.e. Langevin or Brownian
dynamics of large molecules).

MDATOM by D. Fincham.

10



M.P. simulation of atomic fluids. Uses 12/6 Lennard =~ Jones
potential function and Verlet leapfrog integration algorithm.
Calculates system average configuration energy, kinetic energy,.
virial and the associated R.M.S. deviations. and also - system
pressure, temperature, - mean ' square displaceément  and radial
distribution functiom. . @ oo o . e _ Cae ST .
MDDIAT by D. Fiancham.: ‘-

M.D, simulation of diatomic molecule fluidzs. Uses 12/6 Lennard -
Jones sikte =~ gite potential functions and the Verlet leapfrog
algorithm for centre -~ of - mass motion. Angular meotion is is
calculated using the constraint algorithm. Calculates system
average configuration energy, kinetic energy, virial and the.
agssociated . R.M.5. deviatiORS“and'alsd'SYStém”préssure; temperature
and mean square displacement. e o

MDDIATQ by D. Fincham.

M.D. simulation of diatomic fluids. Uses 12/6 Lennard - Jones site
- gite.potential functiorns and a  point quadruposle. éléétfdétatic 
term. Employs the Verlet leapfrog algorithm for centreé - of > mass
motion. Angular motion 1s calculated using the congtraint
algorithm. Calculates system average configuration energy, kinetic.
energy, virial and the associated R.M.S. deviations and also system
pressure, temperature and mean square displacement.

MDIONS by D. Fincham & N. Anastasiou.

M.D. simulaction of electrolytes. lUses exp/6/8 potential function
and the Coulomb electrostatic potential. Long range interactions
are calculated using the Ewald suymmation method. Uses the Verlet
leapfrog algorithm for particle motion. Calculates gystem average
configuration energy, kinetic energy, virtal and the associated
R.M.5. deviations and also system pressure, temperature, radial
distribution functiong, gtatic structure factors and mean gquare
displacements.

MDOMANY by D. Fincham & W. Smith.

M.D. simulation of polyatomic molecules. Uses 12/6 Lennard - Jones
site - site potential functions and fractional charges to represent
electrostatic multipolegs. Long range electrostatic effects are
calculated using the Ewald summation method. Uses a Verlet leapfrog
algorithm for centre ~ of -~ mass motion. Angular wmwotion 1ia
calculated by the Fincham Jlespfrog algorithm using quaternion
orientation parameters. Calculates system average configuration
energy, kinetic energy and virial and associated R.M.S5. deviations
and also pressure and temperature. FQRTRAM 77 standard program.

11



CARLOS by B, Jonsson & S. Romano..

M.C. simulation of 3 '961yatomic'_Qélute,_molecule in. an . squeocus:
cluster, (i.e. a molecule surrounded by water molecules). The water.
~ water potenkial is calculated usihg an anaiytical fit to. an ab
initio potential energy surface due tc Matsuoka et al. The
solute-solvent potential is optional. The program provides an
energy and coordinate 'history' of the M.C. gimulation. an analysis:
pregram CARLAN for processing the data produced by CARLOS is also
availahble. R

MCN'bf"N.'édrbin7 i'”H

M.C. simulation of atomic f1u1d5.lStahdérdq(Metrbpbiié).Monte carlo:
program fo¥ atomic¢ Fluids. ' ' : e

SCN by N. Corbin.

M.C. 'simulatloh”'dfﬂ éﬁbmic _flulds. Standard (Rossky,Friedman and -
Doll) Honte Carlo progeéam for atemic fluids.....

M.C. simulation of atomic fluids. Standard (path integral method)
Monte Carlo program for atomic fluids.
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STOCHASTIC DYNAMICS AND MACROMOLECULES

University of York

September 1lth - 13th 1985 -~ -
CALL FOR CONTRIBUTIONS =~~~ .

=Contr1butlons are 1nv1ted for the second CCPS meetlng
- of 19885, . The title of the meetlng will be 1nterpreted

broadly - There are likely to be 'sessions on polymers,
: COllOldS and biological: macromoleoules, hot " neoessarlly
- limited to stochastic methods. ‘Theoretical -

- developments in- stochastic methods would dlso be.___x.
-appropriate, .- Inv1ted speakers who have already
--acoepted 1nc1ude -

.;-H.J”C-*Bereﬁdsén/W van Gunsteren (Cronlngen)
"— Stochastlc dynamlcs of. protelns

G 805515 (Vlce)
-:*— Collolds

C L Brooks (Harvard) _
I Stochastlo boundary methods

'Aé'aiWays ﬁitH”oﬁf meetings the. proceedings will be fairly
informal, and accounts. of work in progress. or discussion
oﬁ_cOmputational techniques will be welcome..

'If you would like to contribute a talk or poster please
gsend a title, and if possible a short abstract, to one of
the undersigned organisers. A registration form W1ll be
inc¢luded in the next CCP5 malllng. : S

Eric Dickinson David Fincham

Procter Department of Food Science Department of Chemistry
University of Leeds University of York
Leeds L382 g9J7T York YOl 3DD
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REPORT ON THE CCP3 SPONSORED VISIT OF PROVESSOR B. J. BERNE TO THE
UNITED KINGDOM IN QCTOBER 1984.

M.P. Allen, R.M. Lynden-Bell, J.L. Finney

DXFORD (22 October)_____

Profesgor Berne gave a stimulating talk on gquantum mechanical
computer simulation methods, concentrating on appreoaches derived
from the discretized path idintegral formalism. He mentioned the
desirability of random resampling of momentg  in. the. molecular
dynamicsf'iﬁplémentéﬁidﬁg_6f@ :hE;_“pfimitiveﬁg_algorithm;:sq-aa.to
avoid =~ stiff-chain ergodicity ' problems. He also recommended: a
numerical  matrix multiplication  method  ag. an . alternative . to
straightforward simulation, as- being particularly useful.. for
effectively one-dimensional problems. As an example, he described
the calculation of the pair distribution. function in. the  Argon
dimer. Professor Berne wenkt on to outline some of the difficulties
in incorporating quantum mechanical effecks in the simulation of
water, and briefly mentioned time-dependent phenomena.

The talk was followed by a Workshep. on quantum mechanical
computer simulation. Dr. M.5. Child (Oxford) began by describing
the various kinds of ' semiclagsical approacleées used in ifsclated
atom-molecule collision problems. Typically, scaktering functions
are represented by sums of contributions “from a few "classical"
paths. However in some problems, classically forbidden behaviour
dominates, and there are obvious difficulties associated with
exchange gymmetry. Gaussian wavepackebs are quite low on the list
of techniques used in scattering theory, although superpositions of
"frozen" gaussians. are succegsful - in projecting out the quantum
features of Franck-Condeon transitions.

Professor K. Singer (Royal Holloway College) then described
some of his work with gaussian wavepackets, which he thought to = be
the.  only - dynamical method hitherto proposed for the gimulation’ of
quantum or semiclassical liquids - such ~as uneon. Only Heller's
variational method is suitable for systems with stiff repulsive
petentialgs. and best regults were obtained with - spherically
gaymmetric wave. packets, whose widths, rather than being frozen,
were allowed to. vary equally under the influence of a "force”
averaged over the whole system. Temperature could be measured by
inciuding a clasgsical, heavy particle in the simulation: the
temperature essentially corregponded to the kinetic energy of the
wavepackeb centres. The method gave an average kinetic energy that
was koo high, but reasonable pair distributions and velocity
autoceorrelation functjons were obtained.
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There followed some discussion of gaussian wavepackets, IL was
generally agreed that, near the triple point of"nédn;' exchange
effects were probably not: responsiblef'for' most of the quaritum
corrections. In the simulatidn of liquid neon, ue - gpread’ of the
wavepackets is obgerved; but to obtain satisfactory thermodynamic
propertiaes. a4 - more . flexible - trial - function '(thaﬁ:'a' spherical
gaussian) is probably required. It was again pointed out that wave
packets which cannot divide, cannot show quantum tunnelling.’ There
wag some doubt regarding the best way to test the results of such
gimulations; bearing in mind possible shortcomings of the
potentials used in bulk simulation work. : : VLT

The Workshop then turned to other techniques. Mr. B.H. Wells
(oxford) described some . his work on thé calculation of small
energy:differences;inzisolated- molecules - and- -dimers,” “using’ the
ghort-time Greens . function Monte Carlo technique. He outlined the
method used,. which invelves the- solution of “"thé time: déﬁehdehtf
Schroedinger . equation. .as a- diffugion equation (in imaginary time)
with. branching terms.: The Monte Carlo sampling - algorithm  uses 'an 
importance function . which is: related Eo the triai wavefunctlon;[
Special technigues, involving nearly-duplicated rurns with identical
random number sequences,. are - uged to evaluate the small energy
differences of chemical inkerest. As an example, Mr. Wells
described a calculation of the dipole moment of lithium hydride by
a field on/field off method which, ' stavting - from - a - Hartree-Fock
plus Jastrow correlation trial wavefunction, teook just 6.3 hours of
VAX time with small core requirements. This was followed by a talk
by Dr. W. Coffey  {(Dublin) oh escape from poténtial wells in the
presence of electromagnetic radiation.: “Applicatidnsjfinéludéd“"thé;
description . . of . quantum:: noise in-- ring - ‘lasers, ‘and’ the_f
current~voltégea“characteristic of -Josephson' ' junctions. Thesel
problems could be reduced to the model of classical’ Brownian iotion'
in a tilted cosine potential, . and Dr. Coffey described the
analytical solution of this model.

. Finally, Dr. J. Jefferson (R 5.R.E: Malvern) gave'”é talk :
electron krangport in . gemiconductor “devices., ' He’ emphasized the:;
rapid growth of interest in gquantum dynamics with the reduction  in
device . size to. the . scale of the eleckron de Broglie’ wavelength;:_
Historically, electron trangport - has - been = described  in  "'a |
quagi-hydrodynamic way, by - approximate seolutlon-of the Boltzmann
transport equation, and by Monte Carlo simulation of the Boltzmann -
equation. He forsaw great - interest in some of the novel quantum
simulation methods, and suggested that this might be one field in
which gaussian wavepackets would be ugeful. During'and'ﬁfter'théSé:'
talks there was some discussion “of- -the various = alternative
simulacion techniques. . S : ST ' .

~ Two posters wexe . presented:’ Dr. M.P,- Allén” and Mr. T.T.
Hughes-Davies (0Oxford) presented vresults of path~integral Monte
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Garlo simulations of rotors on a two dimensional lattice, and Dt
A. Sutton (Oxford) described the calculation of force constants: and
elastic constants u51ng the tight binding formalism. Co
Overall the visit of Professor Berne to Oxford was regatded as
4 great. success by those who talked with him in the department,
these who attended his seminar and those who joined in discussions.
with him at thg wOrkshopg_ : _ : o

CAMBRIDGE (24 October)

‘Bruce Berne gave . a. lively  lecture:.on October ' 24th. - at’
Cambrldge_ onthe ‘simulation. of rare events.: His main theme wds the"
use of’ simulatlons to calculate and: undexstand rate ~congtants for-
processes “in. 11qu1d9°. If one tries to simulate the xate constant
for Lrosalng the barrier in & double well) potential by runping many "
trial _ traJectorles. ~convergence. . is . slow: because -the. - batrier
cr0531ng is. a vrare savent. However, following ideas of Keck,
Yamamoto and  Chandler, one can start the system at the: top of the‘
barrier and 1nvest1gate the time dependent quaantity: :

whefe'j(D) ia the reactive flux. and & (t) is a step function, which
is Unlty for the product side and zero for the reactant side. Thisg
quantity is useful because in the long time: limit it gives the true
cate constant,_ and in _the  short time limit 1t gives transition
state theory or the RRKM result according to whether one samples &
canonlcal or microcanon:cal enemble. o o S

Using this approach he told us. about varlous-?ihteréSting~“aﬁd“
intriguing results. For example in a two dimensional model system
it was not neceggary to . have random forces. to -obtain a . rate’
constant.: In . a simulatlon of cigwgauche isomerigation in butane,”
the rate congtant not only. still existed when . the solvent was
frozen, but did naot change much. Although it is usually believed’
that the ostatistical rate constankt gives an upper limit to the true
rate constant, and indeed this is nearly always true, he showed
some calculations on a double stadium potentiasl in which ~ the true
rate constant_ exceeda the sgtatistical one. This is because some
parts of phage apace are inaccessible and do not contrlbute to  the
normalisation of the rate constank. - :

We were pleased to welcome CCP% members from Kent, Harwell ' and
Dublin to this talk, which was full of more results and ideas than
can be done justice Lo in this ghort sSummary.
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BIRKBECK (26 October)

.- The:: emphasis ‘i’ his “lecture entitled '"Water and Aqueous
Solutions" was on recent new results on quantum effects in water
gimulations. In his introduction, Bruce emphasised the relevance of
quantum- effects- in- liquid water; which "are particulary :large. in
small “clusters. of water - moleculés. The work described used the
Feynmann - path ~integral -formulation. This work in. the 1950s
demonstrated  that 'a qiuantum eélectron moving in 2. fleld . was
isomorphic to a classical system of a larger nunber of particles
which- were connected 'in ‘a  "closed polymer ("bead”) arrangement
(essentially- a flexible  ring) through harmonic forces._- ‘This
"multiparticle 'electrdn"“'representatlon could then be treated by
standard Monte Carle methods.: ' :

The application: -of - the’ path 1ntegral approach to a model of
liquid water was described in detail. A modified ‘central force
model  was  used for water, ' the modiflcations belng derlved frOm
congidering the RWK2 model. Both hydrogen  and" oxygen . atoms. ‘Were
repregsented . by . between - 40 and 80 "beads" when con51dering the

isolated moleculer.~ and-  parameters were'” flKEd M”tou give
H O H = 104.52° and’R()H'ﬁa.9572ﬁ' " Zero point motion 19 1nc1uded _
leading to. lLarger osczllatlons than’ - would' ' be 'obtalned_ using” aa

claggical. model. : o g o
Calculationsfweré'petformed'iniflaiiy:on” an 11/780. with. an.
attached FP5164,. though a trangfer to a CRAYLS gave a Speed—up of.
about. a: factor of 5. 216 wateyr molecules’ with periodlcf boundaries.
were used, -with  no. Ewald ‘summation. At 300k, . it was found.
sufficient to use 3-5 particle chains. Related work by Peter Rosgky
using . STZ - was'  mentioned, although the problems of working with a
rigid: model. were. emphasised ‘MC and MD calculations gave 'théh game.
results.. R SR : : _
. The- results of the calculatlon were discussed 1arge1y in terms_
oﬁ- the effects on the partial pair correlation functlons, Overall_“
the conclusions suggested a reduction in ‘orientational ordering. .
The first peak in (r) was® less sharp than in the classical
calculation, and was Shl?ted to longer distance. The sgecond pesk
was ghifted to a slightly shorker distance. The effacts on Boolt) .
were, as expected, much less: theré& was a 'slight moving. out and
broadening . of the first, and perhaps a marginal brivging. in of the .
saecond pesk to lower r. The difference between the c13931calu and .
quantum .. calculations - of OC,(r) were less than'thgfdifferéﬁceﬁ.
between. different classical -models, "and " alsc less than  the
difference between various classical models and expermment. Thus we
do not . seem. justified in agguming the disagreement between
experimental and computed goo(r) for classical water modelsg is duea:
ke ignoring quantum effects. There appear to be more basic problems:”
to sort out. The nearest neighbotr energy distribution was broader
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than the classical distribution, and shifted ko slightly higher
mean energy. Berne stressed as a result of this work . that. water
models sghould be Optimlsed Wlth regpeck to quantum effects rather
than classical ones. S

Quantum effects on’ small clusters of water molecules weare: much
greater. The dimer energy distrlbutlon was very much. breoader. for
the quantum” ‘caleulation, and tunnelllng was . observed between the
cyelic and extended (single donor) Erimers.  Bifurcated. hydrogen
bonds were unstable.f ' : .

_ The remainder of the talk discussed hlS publ:shed work on! the
potential “of mean force ‘betwedn two apolar molecules 1n STZ—water,
and also’ butane in water. Thls 1atter problém led to .a ' digcussion
on coanvergence  problems, which Barne. stressed were. severe even-in
this relatively "simple" case. This point 1wa . taken . up in the
Workshop: dlscuasion_'iﬁ_ the afternoon, . when.we were: told that &
months computation on ‘an £11/780 is not enough to. obtain - adequate
configurational space_ sampllngu: The . problem i3 nokt . the ' deep
effectlve wells relating Lo dlfferent butane . configurations,. . but
rather  the  problem of solvent  reorganisation.. An extensive
discussion ensued, in which recent work at Birkbeck was mentioned,
which showed ~¢lear itemory effects in water: simulations. of. up to
2x10% MC configurations for 216 particles, Berne agreed.there - were
gevere problems still with water itself, and that.more work was
needed. The case for bringing thege sgevere convergence. problems
into the  open séemed'overwhelﬁing,'before the bandwaggon of complex-
aystem simulation’ was allowed to run too. far. A suitable topic for:
a CCP5 Workshop? T, s B

~ Other discussion . 1'b01ﬁte c”during ,_th' ' WOrkshOp fTSEQQion'
concentrated on quantum effects. For example, the calculations:
indicated meastrable D/H 190top1c differences were to be expected,
which were consistent with greater D40 than Hy0 coordination found
around the nlckel i NiClz solutions (John . _Enderby). - Problems of:
using = cluster data for _potentlal function”.development='were?
discussed in the 11ght ‘of quantum effects,__”. : - el S
" The talk was informal ‘and involved much’ discusaion, as d1d the
afternoon WOrkshop sessicn. The concenuration on new work . (guantum.’
gimulations) and technical problems (convergence) led to very:
lively exchanges. I suspect there were some colleagues. in. the
Workshop whe would have preférred a more general discussicon on
aqueous’ solutions, and to them we should apologigse. If we had known
the major thrust of the talk beforehand, we could have advertised
it differentlys . .
The WOrkshop format adopted d1d not use short presentatlons to -

get digcussion going. All that was needed was the stimulating.
points that came out of the lecture. We think the day was very
stimulaking, and overall very successful.
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Review of the CCPS Transport Pronerties Workshop held at Roval
Holloway and Bedford College, Egham on the 10/1l1th January, 1985. - -

Chief Reporter: D.M. Heyes
Other Cortributors: M. Allen, E. Dickinson, M. Gillan, C. Hoheisel,

J.G. Powles and R. Szczeranski.

It is qften frustrating at conferences to hear a chairmanfs£iflé
an interesting discussion, which is often more.infbrmgtive than the.
talk itself C!), becausg ”we must move on to the next talk”. In an.
attempt_fq eliminate this problem, Julian Clarke, promoted the foundation
of a new form of CCP5 meeting which is proving a very successful complement
to more conventional conférencés (which CCPS also promofes): The present
meeting is_the_fourth iq a series of infoxmal discussions [the:previous
ones bgiﬁg_qn Interfaces, Quantum Simulations and_Gfaphics) in which
_0pen-eﬁded_presentations are given a lively atmosphere_of_informal_T_
. questions and answers. This one and a half day meeting was based around
Molecular and Stochastic Dynamics simulations of transport phenomena and
coefficients. = _ _ _

~ The first éessionzmainiy_developéd_into a discussion of methods
for cbtaining shear Viscosity_and thermal conductivity by MD. It was
started, hqwever, by a general discussion on achieving ''isothermal’
conditions in MD. I described the Caussian Isokinetic scheme and possible
formulations of it within the framework of different integration algorithms.
I showed how it could be stably incorporated within a (Verlet) leapfrog
algorithm. Also a modification allowing for a shift in temperature
within thé same framework (devised with Denis Evansj was presented and
which is very useful in equilibrating to a new thermodynamic state. Martin

Schoen and Richard Szczepanski talked about the Kubo integral method for
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detemining shear viscosity at Tiquid and dilute gas densities (LJ:
0*A0.01). Both suffer from mcertainties__ass_ociated with the character~
isation of the long time tails in the stress autocorrelation function
(see the accomﬁanying nqte)f Pfofessor Hess demonstrated how SLLOD
Non-Equilibrium MD tNEMD) can be used to obtain shear viscosities with
much the same’ computing effort over a widé range of the shear thinning
rheological “equation of state. He illustrated that shear thimning is
present at gaseous' densities (LJ 0*<0.1) to mich the same degrée'éé“at
high liquid dénsities.” In both density regions the relaxation times,
© T, ‘lengtheri so that ¥t > 0.1 for typical LT ¥ (shear rate) values
(0.05-5, say).
Professor Powles talked about a new method fbf:bbtaiﬁihg thermal
conductivity by following inhomogenecus temperature relaxations in
model MD systemsS. He'writes;'”J.Go'Powles“(CaﬁtérbUTYJ;'in'collaﬁdfétion
© with N. Corbin and W.A.B. Evans, described a new method for calculating
the thermal conductivity, X, of & liquid. ' The kinetic¢ energy of the’
particles were perturbed (*\:10“3) according to a superposition of
sinusoids in one (or two) axes of a cuboid with cyclic B.c¢.'s so that
—135)

the temperature disturbance relaxes according to the thermal diffusion

there is zero total energy chaige. After local equilibration (V10

equation depending only on the thermal diffusion coefficient,’ D., and k
(=2mm/L)} by the method of 'perturbation and difference'. The decay is
a superposition of expenentials which are 'orthogorial' and can be
separated by integration with the appropriate fimction of space. " The
slope of a logarithmic plot gives Dp(k) and the intercept A/DT,'so that
A(k) is determined. The use of a cuboid with one long dimension gives

low values of k for modest numbers of particles. Moreover four or motre
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values of k are given by one simulation. Thé extrapolation, k ~ O
_ presents no difficulty. For the LJ 12-6 sp2.5 potential (and for sp3)
the values of A are very close to those for liquid argon for conventional
values of ¢ and 0. This is & simple—to—prdgram and fast-to~compute
algorithm for determining themmal conductivity, with potentially wide
application for liquids and solids.”

There was some concern expressed abbﬁf.a similar approach adopted
by me in a recent paper. It may be appropriate here to emphasise the
approximations inherent in the derivation of this (admittedly simple)
model. It involved increasing the kinetic energy of one of the molecules
in the MD cell by 3kgAT above its surroundings and then monitoring the
reequilibration of the system. The "heated"* or origin molecule effectively
loses all its excess temperature to the other (N-1) molecules in the MD
cell so that at long times (ml—ZUCm/s)%.for the LJ system typically):
then AT 1s statistically indistinguishable from zero. Let the equivalent
average temperature excess at a radius r from the drigin'mblééﬁie and
at timeé t be T(f;tjlu.ifnféﬁéiﬁé to é&ﬁfésé.fhe fsfm.bf.f{r;tj.ih’téfms
of the themmal conductivity, A. The main aSSUmptiéﬁ:iﬁ”ﬁ?:éﬁéiyfiel
formulation of T(r,t) is that at any time, t, thé'ﬁéét“fiﬁi.thfbugh any
" Concéntric sphere centred on r = O is a cdﬁéfanf;ﬁkttj éa?;' This:is_
the same as saying that théfmal'eQUilibration'thfougﬁ spaté is mre
"rapid’ that the time scale of the chénge of supply of this“energ?..'

(i.e. at 1 = 0/2).

K(t) = dnr®x dT(r)
_ r
LK% ar s dm T
P ° _

T
as T(r+=) =0
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Hence Kct) = “ZITT&ATCII‘. - 0'/2,‘[’.) e
buc K(t) = C,dr (r =o0/2)

dt
where C is the specific heat per molecule. :

CVQEL 2 =2mgAT! _

where T' = T(r c/?)

then . 4Tl =T/t
| at
Hence .~ - T'(t} = T'(0)exn(~t/1)

| The temperatu:e proflles obtalned over a w1de range of LJ state D01nt5
do in fact £ollow the broad sweep of an exponentlal as predlcted by the
above approxxmatlon.__..__ o RS . : : .

| The second SéSSlOﬂ was started by Wyron Evans who gave results )
of VEMD computer 51mulat10ns of electrlc fleld 1nduced tune correlatlon
functions in polar mglecules In partlcular the flrst order rotatlon/
translatlon cross- correlatlon functlon <V(t)m (o)> 1n the laboratory
frame of reference. Here V is the molecular centre of mass velocity
of a molecule and w is its angular velocity (both vectors being defined
in the laboratory frame). Mike Alleﬁ pfesented some new NEMD results
of frequency dependent shear flow on a model diatomic fluid. He writes,
"My short contribution described the reSults of some oscillatory shear

experiments carried out with G. Maréchal. The technique was described
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in a CCPS newsletter of ours last year. The results 1llustrated the
51gn1f1cant dlfferences in applylng f1n1te Frequency osc1llatorv shears
to the centres of mass of the molecules as compared with the atoms.
The differences could be seen to disapﬁeaf”as the frequency decreased.
Some comsistency with square-root cusp llmltlng behaV1our-1n both
stress autocorrelation and stress/orlentatlon cross correlation funmctions
could be seen. However the conjectureclfD J. Evans, that such behaviour
can be explained entirely through a cusp in the stress memory functiom,
was shown to be incorrect."

Claus Hoheisel alsc made some very intéreéfing fémarks about the
computation of S(E,w) for small k-values by MD.  Three methods were
compared: | ”

'(a) The Fourier transform of the van Hove fﬁhétidﬁ;:'

]

£ |

5 (k,w) e T ar T 1WtG[r t)dt

where .; G[f,f): Gd(r,t) + Gs[r,tj.
~ (i.e. a Fourier transform with respect to time and space) . ..

fij:'Fbufiéf:frﬁﬁéfefﬁ"offfﬁé:iﬁtefhé&iéfé;:écéfferiﬁg flmction

Wt o
S[kw) 1 PRk, t)dt
on e o
which involves a transform with respect to time only.
where F(E,t) = % <OE(t)QE(O)>
: N
and. - p(t) = e 15 r(t)

- i= 1
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(c) Fourier transformation of the current-current correlation functions.

S(kw) = 1 f”el‘“t c,ltk £ydt
2716 ”f B

- Cllljk ) = <Jk J 1(
N

= L (tpy (s

N .
where jk =L u e_lg'f(t)
i

iy being the longitudinal part of j.

Basically it appears that none of the methods poses iy major prﬁblems
for k3i20'1 wheré k = Zn/L;.L is the bo# sidéléngth and 5 = (ﬁ,%,%)
using 50,000 time stepsuénd'256'partiC1és (less than i hr on a vector
machine such as the Cyber 205). However for small k values, viz.,

k< 16”1 then large system sizes are needéd”(e;g;'%OQSG_l is the'sméilest
wave vector for a 2048 LJ particle liquid system in a cubi¢ box). Also
as the equivalent time correlation_functions are mppg:slowly_decaying

for these wave?veétors then aﬁténtioﬂ td 'recurrence time',

Trec’

ar -tefacts must be considered.

Tfec = LXVS |

where VS is the velocity of sound énd T is s psec for 2048 molecules.

rec
Such calculations take about 10-20 hrs of Cyber 205 time for a single
state point. Problems associated with fitting and extending the F(k,t)
long time tails to a hydrodynamic {exponential) function were also

discussed. The velocity of sound was derived in very good agreement with
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the experimental values.. | S

Mike Gillen described seme_of_his re;ent werk_ou thermotransport
in solids. He writes, "Themmotransport is the phenomenon of diffusion
driven by a temperature gradient; it was first properly_recognised
about a hundered yeersuage_by Soret_who found that a temperature
gladlent glves rlse to a concentratlon vradlent 1n aqueous solutlons
Slnce then 1t has been exten51vely studled in gas mlttures and also
1n_sol1ds In the solld, what one would llke to be able to do is to.
perfe:mfslmulatlons”te p:ed;ct phe_drlft;rate_of;vacapc;es,”;nterstltlals
or impurities_caused_by a_tempereture_gradientll A direef sﬁmglatien”
| ofthe:preblem fof_e_realietie 3~dimensione1 sysﬁemnwould_be:impossibly
B expensive, mainly because_the hopping”rate_of defecte in soiids_is very
slow - much less than typlcal vibrational frequenc1es._ Bqt ﬁrogress_
can, be made by studylng less realistic medels.a_:__I:sketehed-semejof
_ the_work I have_dene on the Frenkel-Kontorova model - a one-dimensional
B system.eensisting ef.e_chain_of ?articles_coupled by harmonic springs.
| and acted oﬁ by a static periodic potential Slmple though thls isy
it does shew the effects of 1nterest it has vacancy and 1nterst1t1a1
defects Wthh are thenmally created It alse_hae_the big advantage:;
of being very qglek_to”51mulate - for 100 particles they get nearly

10%

steps a minute-on the Cray and have been able to do runs of up to

2 X IQ? MD_eteps (is this a record?),_ They have done simulations to .
calculate.the chemicel diffusion coefficient and_the thermal conductivity
using both the Green-Kubo method and the external force method. When
looking at thermetraneﬁoyt:itself, the best method turns out to be to
calculate the drift of particles caused by the special type of external

force used when computing the thermal conductivity, rather than trying

to simulate the system literally in a temperature gradient. They found
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Green-Kubo to be statistically very bad for the thérmotransport calculation.
Maybe there are lessons here for the MD study of therotransport in
liquid mixtures?"

The simulation of solvent retarded particulate dynamics was '~
discussed by a number of participants. I introducéd the method of
Stochastic Dynamics and asked for suggestions on'simulating-SYSfeﬁéfw
with steep potentials using the SD technique while stiil”maiﬂtéiﬁiﬁgn
the Brownian Dynamics form. Mike Allen emphasised that there is'mo
| minimui’At within the solution of a set of stochastic differential
equations - this being a separate fatter from the time scale over which
these equations are thought to be physically accurate. Therefore the
time step could be made small enough (without restriction) until accurate
dynamics are obtained, here, in the répulsive region of the pair potential.
Fric Dickinson continued this thefie. = He writes, "I briefly mentioned
our interest in Leeds in the simulation of colloid particle aggregation
and dissociation by the method of Brownian dynamics using the algorithm
of Emmak and McCammon. T then described two extensions of the original
algorithm which we are presently working on. Firstly, the Brownian
scheme has besn generalizéd to include rotational Brownian motioi in
addition to conventional translational Brownian motion. The néw extended
algorithm allows for hydrodynamic rotaticn-translation coupling both in
the systematic and the stochastic terms. Even for spherical particles
with isotropic potentials of mean force, it is not clear that the effects
of rotational Brownian motion can always be neglected even if one is
considering only the translaticnal displacements.

Secondly, I mentioned the inclusion of shear fioW'within‘the Brownian

dynamics framework. Here an additional term must be added to the moving-on
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routine to allow for the effect of the flow on the hydrodynamic - :
interaction between the particles. TFlocculated doublets of DLVO-type
particles have been simulated in simple shear, and eggregafe life-times
have been determlned as a functzon.:af shear rate. Trajectory analysis
shows that c01101dal doublets may dlssoc1ate temporarily by Brownlan
motion only to bezbroughtgtogether by_the:actlon of the £low." Blll

Van | wegen dlsoussed the use of Brownlan Dynamlcs in simulating concentrated
dlsper51ons. He empha51zed the problems 1nherent in a full treatment of
the hydrodynamlc 1nteract10ns whlch 1nvolve many body terms- remlnlscent
of:the:many_body_polarlzatlon_problem.forfpolarlzable systems.. .

The meeting cOncloﬁe&;ﬁitﬁzoohtfiootioﬁs from Dave Brown on using
constant”sﬁeﬁf'stfeés NEMD with a variable shear rate. The technical
aspects of malntalnlng a constant shear stress and monitoring the .
fluctuatlng shear rate were descrlbed Thls developed into a general
discussion on p0551b1e methods for calculatlno viscosities in more
viscous systems than is-at present the case.

The meetlng was concluded by Slegfrlod. Hess who contlnued a
disou551on_of NEMD?studles onjsheared-monatomlc nolecules. He showed
some very. enllchtenlng plctures of the structural changes that take:

place in the hthlY ‘sheared 11qu1ds o
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Calculation of viscosity in dilute moridtomic gas systems =

R. Szczepanski, _
Department of Chemical Englneerlng, L
Imperial College, R
London SW7 ZBY.
Thls talk descrlbed equ1i1br1um MD SImulatlons of a monatomlc system
Interactlng via a shlfted—fbrce LJ 12- 6 potentlal Vlsc051ty was
evaluated by the Kubo- Green method

The objectlves of the work are o .
.a).: To 1nvest1gate the den51ty dependence oF the dilute qas V1sc051ty
o= 5pec1f1cally to evaluate the EJrst den51ty coefficient, ryy im the
.denszty expan51on of the v1sc051ty3 |

NS0y FIHD o aaeaen

where N, is the zero density value and n is the number density.
b) To check the validity of the simulation methods by comparing the
calculated values of the viscosity with exact results. Exact results
for any potential are only available in the zero deﬁsity limit.

The following three simulation were carried out:

No. time

Nblgg&les L/a o* T/K T* P/bar p* steps/lO6
77 20 L0096 302 2.52 10 .024 1.2
616 40 L0086 300 2.50 10 .024 1.18
392 20 049 299 2.50 52 (123 ,18

{0 = .3405 om, e/k = 119.8K, time step = .02ps)

kie)
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Results
second visial viscosity
coefficient n/10"%Pas
B/10"®m3mo1-1 0 bar 10 bar 50 bar
Exact (300K) : .67 23.39 - 23.6 24.3
A 1.5 £ .9 22.6 £ 1
B 5 L3 22.8 £ 1

C 6 % .2 267 £ 4

Errors in viscosity are estimated as 3 times the: standard error about
the sample mean. .

Typical results for the stress-stress correlation function and-
viscosity as a function of integration time are shown in Figs. 1 and 2.
The values of viscosity quoted above correspond to the point on the
viscosity/time graph where a plateau is reached. This is a highly.
subjective criterion.

Discussion

Several problems. arise in- interpreting these results. - Some criterion
for deciding when the correlation fumction is effectively. zero i1s necessary.
The very long time tails shown in Fig. 1 are significant compared to the
statistical uncertainty in the value of the correlation function,
although physically such correlations would seem to be unlikely. The
problem here probably arises from the use of too many time origins in
evaluating the correlation function. This would mean that successive
time origins would be correlated, resulting in an underestimate of the
statistical uncertainty. In view of this the results reported above will
be reanalyzed.

A second set of problems is related to the system size and length

of simulation. The relaxation time for the correlation functions is

3L
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compared below with the recurrence time (time for a sound wave to traverse
the simulation cell):

Relaxation time/ps ~ Recurrence time/ps

A 23 21
B 23 42
C - 4.5 21

It has been suggested that if the relaxation time is comparable
to the recurrence time: spurious correlations could be observed: "No-
clear indication of this was noted in the simulations reported here.-
It is clear; however; that if time origins for the evaluation of the
correlation fimction are to be uncorrelated they should be separated
by at least one relaxation time. In order to obtain good statistics
this would require simulations covering at least 50 ns, rather than
the 24 ns in this study.

The only unambiguous conclusion which may be drawn at this stage
is that the simulations give results of the right order of magnitude

. but the precision is difficult to estimste. "

32



Y simulation

39 2 molecules

_50 bar
k  shess-stess cf

0 S —

9 100 200

s adsieps)

0 100 200
t /ps



. The Shéat'viSéOSity:oﬁ'A'Lennard*Jones fluid calculated by

equilibrium molecular dynamics

M. Schoen, C. Hoheisel

Lehrsktuhl fir Theoretische Chemie
Ruhr-Universitdt Bochum .

D-4630 Bochum, FRG =

Abstract _

Using the Green~Kubo relation we have calculated the éﬁear3~ 
viscosities for 10 different fluid states by molecular-dynamids
(MD) simulations. The common Lennard=-Jones interaction potential
was employed; and the statistical significance of-ﬂmzconmﬂatnxlfwiﬁhmy

as well as the particle number dependence have been investigated.-

7;'Somejof the main results are the following: (1) the obtained values
are estimated to be accurate within 5 per cent; (i1 for particle
numbers large or equal 256, no significant number dependence c¢ould
be found (checked up to 2048); (iii) for the number of states studied
up until now, gocod agreement is evident with the v&luésuobtained

by D. Heyes /1/ using non~equilibrium MD; (iv) a noticeable tail

of the time correlation function appears for states near the phase
boundary to the solid state, however, the function decreases to
practically zero within about 2.5ps in any case; (v} the computational
effort necessary for the performance of equilibrium MD i1s well
comparable to that needed for non-equilibrium MD.
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COMPUTER MODELLING OF CERAMICES WORKSHOP

C. R. A. Catlow and M. Leslie

‘Ceramics are materials of growing technological importance; and both pure
and applied research into their properties is advancing rapidly. Almost
all of this work is experimental, . commonly. phenomenological fin  its
approach. However, the development of compubter simulation techniques, which
can  examine . structural and defect properties of bulk phases and of
interfaces offers a real opportunity for studying the fundamental processes
in ceramics and hence guiding and interpreting experiment. . Much of this
progress on modelllng these important materials has taken place in the UK.
' For this reason CCP5 sponsored a small workshop, held at New Science Group,
'ICI, the aim of which was to asgsess the pregent:state of this field, paying
special attention to aréas where there are difficulties and to identifying
those fields where there is the greatest opportunity for fukure progress.

In this report, . we first summarise the presentatlons made by: members of
the workshop._ following which. we discuss. the. general points to have
emerged._i : : :

_ Dl Méckrod;”(ICI}_set the scene for the workshop by giving. an:overview
"of the materials and properties of  interesk. The materials can be

cla591f1ed as e1cher ionic (eg. Zr02) or covalent (eg. 5iC).. Properties of
“interast are. : :
iy Structures (Lattlce. surface and electronic)

(1i) Thermodynamics (Energy and entropies)

(iii) Kinetics (Bulk and surface diffusion rates)

{iv) Reactivity (Oxidation reduction and catalykic. propertles)

(v) Mechanical properties. . . T

Dr. Mackrodt thenz elaborated on the meortanoe of temperature~effeots in
défect calculatiotis.. The temperature has two effects. (i) .IL causes the
‘lattice etpansion,_' which is. usuélly . treated. by the  quasi-harmonic
_'approxlmatlon. (ii) It gives a &.S term in. the defeot free energy- - This is
" now accessibla by calculating the phonon spectrum on forming  the. defect.
As an example Dr. Mackrodg presentedF;ome_ calculations on: the Schottky
défect tn MgO. These showed that AH' was reasonably constant  over the
temperature range 5002500 K and also approximately equal to Au’ at 0 K.
- However QJJ and AS  vary wldely with temperature Dr.  Mackrodt then
posed the question of whether the approximation AH ZZQU}fshould held at a
surface, and concluded that there was ne good reasen why it should be so.
These facts should be borne in mind when comparing results of simulations
with experimenta. '

"Dr. Catlow (UCL) discussed the calculation of the electronic structure
of ceramics. He showed that, providing simple Jlocalised models can be
assumed for heole and electron states, it is possible by combining
jonisation energies with lattice and relaxation energy Lerms obtained from
simulations to calculate S
(L) Band gaps - beth thermal and optical

{(2) work functions and electron affinities

(3) ionisaktion energies of donor and acceptor states
(4) mobilities of hole and elecktron states

(5) values of the correlation or 'Hubbard-U' energy.. .



Examples of the use of such calculations were taken from work on Eransition
mektal oxides, and recent studies of BaTi03. The main difficulties with the
appreoach lie in

(1) the necessity for assuming localised elechonlc states

(2) . Ethe use.of free ion jonisation energies. ' _

The latter problem is most acute when calculating energias of hole states
in 0(2p). bands. . These vequire knowledge of the 2nd eléctron affinity of
oxygen, which is a poorly defined-quantity owing to the ‘unbound rnature of

the free 02« ion. - Fubure work will need present approiches tc be blended
with band theory.and ~increased - uge " of - ‘quantum mechanical methods to
calculate ionisation energies. “Given these”devéIOPmehts; it would seem

feasible to make a:number of accurate: predlctlons concernlng the electronlc
Propertles of ceramics. o .

Dr. Leslie (Daresbury Laboratory) talked on angle bénding forces. Many
- ceramic materials . are partially - ionic and partially covalent. = In these
maeterials directional forces 4re important.  These may be simulated by
including angle bending forces in the static simulation programs. ~ As an
example Dr. Leslie discussed the simulation of quartz. Including zangle
bending forces in. the sktandard Born model with a shell model to describe
the polarisation of the. oxygen allows a° very good empirical fit to the
properties of alpha quartz. The model was further tested by applying the
empirically fitted potential to other polymorphs of $i02.° "This éexample
shows the scope for this type of potential in modelling partially ionic
materials. ST B

Dr. Tasker (Harwell) discussed interfdces 1in oxide materials. It is
important to concentrate on real material problems, which meéans considering
impure, polycrystalline substances. Our calculations should be addressing
processes such as sintering, - grain growkh,  electrical characteristics,
_corrosion and degradation and mechanical préperties. With improvments in
theoretical techniques, these reéal problems are now awmenable to study.
Examples of where. calculations should go'include o
(i)  Calculation of a complete phase dlagram as  a furcktion of T and P for
. a ceramic {eg. 2r02). : Co S
(ii)} Multi-component segregatlon 'EO'imprové” Comﬁariédﬁ with real impure

systems. L o - o N T
Dr. Tasker then weént on to discuss possible future fields of study. The
lack of validation of the models was seen to be a major problem.
Temperature effects need also toc be considered: in this context the quasi-
harmonic approximation cannot be used at a surface. Finally, real grain
boundaries are not necessarily the pure tilt or twist boundaries studied so
far.

Dr. - Egdell.  {Imperial <College) ~ then “desaribed three ekpériﬁental
tachniques which can be used to study segregation in surfaces. These are
ion scakbtering, Xray photoelectron spectroscopy and Auger spectroscopy. By
ion scaktering in 45  specular geometry, simple c¢lassical dynamics gives
the energy loss of the beam in terms of the mass of the surface ions. This
has been used Le determine the enthalpy of segregation of Ca ifons in MgO.
Sn02 doped with 5b was also given as an example studied by XPS, where it is
shown that Sb segrepgates to the surface and an enthalpy of segregation can
be calculated.
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Dr. H. V. atkinson (Harwell) then discussed grain boundary wigration,
which is a process of great technological importance for both metals and
ceramics. Remarkably little is known about the fundamental atomistic
processes involved. Theoretlcal modelling - of the structure - of grain
boundaries in ceramics and theix response to driving forces and diffusional
processes could provide a new toel for investigation of these materials.
Although the present modelled structures (eg. those of Tasker and Duffy for
- NiQ) are only for symmetric, . non-facetted, . coincidence site latkice
“boundaries, studies of their  behaviour . and. . the effects of inserting

impurity aEbmS'could'pfovide clues to the limits of behavxour “of the more
complex boundaries thought o oceur in réal materials.. :

It might be possible with the . modelled grain boundary structures to
- investigate the following questions: : R : : :

1y WHéfais-the 'fé§p6ﬁsé'df-a boundary when displacements and Gurvature

- are impogsed to. simulate the effect of. & driving. . force for  grain
Boundary mlgrat1on°
27 Are ions detached from grains and. reattached at certain preferved
hn 61tes° ' S

(3 - detached - 1oﬁs free  to- move. in the - grain: boundary. before
s reattachlng Eo an abuttlng grain? R

(4)  Is the raté determining step detachment, . movement in. the:boundary or

.- reattachment? : TR S C

7{5}“’ Is mlgratlon governed by the movement oE 51ngle cindependent  ions or
" by the collective movement of groups of .ions? . . .. - e

(6) Do facets of different grain boundary structure. 1nf1uence structure?
(7) Can the’ glide and climb of grain boundary dislocations 1ntr1n31cally
- " agsocéiated with mlgratlon be madelled? _ . e

(8)" Is the. structure of a - mxgratlng bonindary . dlfferent from that -of a
o statlc one° , : S

Dr. A. Atkinson (Harwell) discussed diffusion in oxides and exide film
growth, The growth of thick oxide filmes. is governed: by diffusion
processés. As an example, in Fe3C4 . Fe diffusion . in the bulk is . well
understood but O dlffu51on is nok. .. However, grain boundary diffusion is
the rate-determlnlng step. for film growth, . and a study of bulk diffusion
may tell Us little aboukb actual film growth rates. Reactive elements (eg.
Ce02 in NiQ) are also known to influence film growth and this is theought to
occur by Dblocking grain boundary diffusion. . Nothing is known about the
mechanism. In the consideration, of thin. . oxide films, Gthe important
processes are the adsorption of oxygen onto the surface and the injection
of defects into the bulk from the surface.

Dr. A. N. Cormack (UCL) spoke about. modelling complex oxides. He
described the possibilitieg and indicated how such studies could intéeract
with, and enhance, comparable experimental studies, for example, by
diseriminating between different possibile migration mechanisms for mass
transport in structures with large unit <cells such as pyrochlores and
spinels.

He pointed ocut that the principal difficulty in this area was in
obtaining suitable parametaers for the potential model, particularly with
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regard to those describing the dielectric response, via the widely used
shell model of Dick and Overhauser. This was largely due to the
unavalilability of suitable experimental data on such crystal properties as
the dielectric constants and was an area in which further experimental
effort would be appreciated. - o o '

Taking the example of dopant cabion=-oxygen vacancy acssociation eénergies
in Ce02, he showed how calculated. defect enérgies could vary with changes
in the shell model parameters for Ce02 (see figure)  and hencé ‘that some
care was needed in applying the results 'of suck simulations to Ethe
interpretation of experimental data. S e o

Notwithstanding these difficulties, ~he suggested that a systematic
approach to possible potential model  parameter. variations  and their
consequences would neot only provide additional physical insight into the
gimulations themselves, but would also prove beneficial to ceramicists and
material scientists - which was,; of course, the object of the exercise!

Dr. J. M. Parker (Sheffield) has studied silicate and fluoride glass
forming melks, both experimentally and using MD modelling technigques. One
difficulty had been the choice ' of model parameters Eto obtain sénsible
radlal distribution functions, but the results for both types of glass are
now consistent with available X-ray arnd spectroscopic data. In the silicate
system, diffusion coefficients for Si, 0, Na, and F ions showed a
temperature dependence similar to that ' observed “expérimentally with DO
values of the correct magnitude. In heavy metal fluorides, the models have
. been used to determine the effect of addition of various fluorides on
_structure and the results were -correlated with ~such variables as glass-
forming ability. In the ensuing  discussion the possibility of modelling
diffusion processes at temperatures  below Tg 'in vitreous silica was
congidered, and the existence of defect sites in glass strictures was
discussed.

~ Dr. D. E. . Lloyd (BCRA) gave the commercial point of view with 2 talk on

... advanced ceramics for engineering applicakions. - Active commercial research

ig currently. concerned with the covalent ceramiés Si3N4, 'Sicg _B4C3 and BN

. and the ionic ceramics Al203, MgO, Bé( and 2r02. Dr. Lloyd then listed the

basic properties of ceramics of interest Lo engineers.

(1) High mechanical strength _ _

(2) . Toughness. Good impact strength 'can be the wsak link and careful
control of particle size and impurities is necessary.

(3) Retention of strength at temperature, ° The oxide cexamics loose
strength with temperature.
{4) Resistance to thermal shaock and thermal stress. Alumina 1is

particularly prone teo this.

(3) Good surface Ffinish and hence good tribological properties.

(6) The thermal expansion is important and needs to be matched to metal
componenks. ’
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DISCUSSION_
In the discussions during the workshop the following themes emerged. . .

(i)””'SuffACé?fntéfféCé:éﬁd'gréiﬁ boﬁndarynétrddture_ ¢

AL presedt, ‘only two Systems have been thoroughly studied by simulation
techniques: the surface of MgO arnd a variety of grain boundaries in NiO.
There is no scientific reason why calculations could not be extended to a
wide range of ceramic materials. However, before Lhis is accemplished,
there is a need for quantitative wvalidation of present models and results.
This can probably best be achieved in the study of segregation phenomena;
and further studies in this field are clearly necessary. There is a need
to extend present calculation methods to simulate dynamic properties of
interfaces in order £o meet the needs of the ekperimentalist in areas such
* ag-oxidation, carrosion and final stage denmsification. The development of
dynamical simulatisn codes for surfaces and grain boundaries would
therefore be of great value. B '

i1y Modelling complex ekidss

Recent calculations of perovsiite struckure oxides_(ég. . BaTio3), . spinels
and pyrochlores have demonstrated the useful role which simulations can
play in the study of these complex materials. However, there are problems
many of which were highlighted in Cormack's. talk, concerning. interatomic
potentials. There - is now good  evidence that pair. potentials are
transferable; ' provided that they are wmodified systematically for the
effects of coordination number. More serious difficulties are encountered
in treating shell-model paramekers. The reliable calculation of these
terms is evidently a prierity. ' o -

(iii) .Méﬁy~§bdinéffécts

The bond-beriding terms sudcessfully incorporated 1into static simulation
codes by Leslie are proving to be of <considerable use in simulations of
silicates. It is still not c¢lear how generally applicable they are to this
class of material, or whether the approach can usefully be extended to
other materials. Another question concerns the implementation of these
terms in dynamical simulations. The general belief in the simulation
community has been that inclusion of many-body kerms incredses the computer
time required far the calculation by a very large amount. It is probable,
however, that the three body terms of the bond-bending type would be
relatively inexpensive. Their inclusion could greatly enhance the eificacy
of simulation studies of glasses.
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(iv) = Temperatucve effects

Recenrt work =~ particularly that  of Jacobs, Harding and Gillan who have
develcoped techniques for calculation of vibrational entropies -~ has led to
realistic calculations of high temperature defect parameters. As stressed
by Mackrodt's talk ' this is: ‘of considerable 'importance in tLthe study of
ceramics where we are generally concerned with high temperature behaviour.
Further work is needed ~ particularly on the question of the variation of
- effective potentials’ w:th tempcrature. A coordlnated effort on thls _topic
would be of value; - o

——— LA

"”(ﬁj. leldatlon

" Several talkg"dféw:éftéﬁfibh'Eb:tﬁis” 1mportant polnt._'.If"simﬁléﬁions are
to- achieve their aim oSf- predl-tlng and guiding experlment predxctlons must
be verified by comparlson wWith eXperiment for a number of systems.__ This
has been achievaed in, for example, simulation studles of ionic halides.
But for ceramics there have to date besen surprlﬁlngly Few opportunities to
compare theory with experiment. Even for such a simple case as NiO, there
is still controversy about the status of the comparison of calculated and
experimental parameters. - For this  case, and for a number of 'model
systems, detailed comparisons are needed.

In addition to the specifié aspects discussed above a number of general
points emerged’from'the workshop}_ I ' '

S (i) The ‘small size of the ceramics modelllng communlty maans. that it is
. -essential that individuals refisin in regular “contact.. CCPS ;could
attempt ko prOVIdP a Eocus for such contacts.a;“__:_::

(1) Joint ﬁfdgfammes'“cf_'fefs'éarch ot particular 't*ob*-i‘c;e;io;_-fnatéfiais_"c-m.ld'
prove to be fruitful. The group discussed the possibility of a

concerted program on Zr02 - a material discussed by most of the
participants - including bulk and surface defect structure,
properties of dopants, - grain’ boundary structure and segregation

phencmena. Such 3 project could interact well with experimental work
- Tor example that discussed by Egdell in the workshop.

(ii1) Thé interface simulation codes developed by AERE by Tasker and
coworkers would be of value to the CCP5 community. The programs
should be acquired Erom AERE.

In'sumﬁéry; ‘the wofkshbb”idéﬁtified'd"iivéi§ aréa of activity  in the
simulation field in which there is considerable strength in the UK, and
where CCP5 can play a valuable coordinating role.

The organisers would like to thank ICI New Science Group for acting as

host for the meeting. We are alsoc grateful te Dr. A. E. McHale for her
assistance in preparing this report.
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REPORT ON GRAPHICS WORKSHOP HELD AT BIRKBECK o
COLLEGE, DEC. i8TH. 1984.

M. Leslie

The workshop opened with a presentation by Dr. A. Morffew of IBM UK
Scienkific centre. He described the three main uses of graphics as being
representational graphics, database interface and 30 wmodelling. - WD
simulations are concerned exclusively with representational graphics., — The
merits of raster and vector graphics were then discussed. The ideal
graphics device would be fast; capable of producing effective colour and
shading. However a compromise between these always has to be reached. In
cases where speed is importankt, vector graphics may need to be used. It
was not yat possible to use any graphics device in real time. Dr. Morffew
‘then disciissed some examples of graphics, . with the emphasis on the need to
move away from the stereotype ball and-stick representation. For example,
he showed: a dot surface representation of a molecule and an example of ‘an

. electrostatic field around 4 protein represented by arrows. In the MD

- gimulstion field he showédféﬁ exanple of a trajectory plot and also of a
- digtance matrix plot. S s

Maurice TLeslie (Daresbury Laboratory) then described the central
facilities available. Of greatest interest to CCP5 members are the SIGMaA
graphics digplay terminals at Rutherford Lab and Daresbury Lab. These are
high resgolution raster graphics devices which can produce celour and
shading: Dr. Leslie described a molecular modelling program, MORIA, which
is available at Daresbury, and would be of interest to MD simulators.

Julian Talbot {Southampton) then showed a movie of the simulation of N2
on a graphite surface. A film frame was shown for aevery 10} MD time steps,
each frame being repeated twice. The film took 1 CRAY CPU sec. per frame.

Mike Gillan (Harwell} ghowed some slides of Lrajectory plots of the
flueride jons in the fast ion conductor CaF2. These clearly showed that
the ions move by correlated jumps over several sites. The major limitation
of the - trajectory plots is that Ethey can only represent wmotion in Lwo
dimensgions.

Roger webb'(surrey} showed a surface damage generation movie which had
taken 2 days on a PDPLI to produce. ~ Martin Dove (Cambridge) showed a film
of a plastic crystal which had been produced on a PERQ, taking 2 minutes
per plcture to produce. There were algo contributions from Jan Abas
{Bangor), Elizabeth Colbourne (ICI) and Rod Hubbard (York).

There was a lengthy discussion following the workshop- There was a
feeling that graphics, in particular movies, were more ugseful as an aid to
presentation and that it was difficult to extract useful science from them
in the MD simulation field. This was particularly true when complicated
correlated motions are being sought. This may be because people stick to
producing ball and stick pictures of the positions of molecules, and that a
movie of some other function of the gystem may allow sclence to be
obtained. There were suggestions that studies of perturbed systems and
second order phage transitions may benefit from good graphics. Finally it
waga agreed that it would be useful te compile a library of hardware and
software used by the CCP3 community.

A demonstration by John Quinn (QMC) of vector and raskter graphics was
held during the workshop.
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QUESTIONNAIRE ON GRAPHICS HARDWARE AND SOFTWARE

At the recent workshop on graphics it was declided to compile a library
of graphics hardware and software used within the CCP53 community. To
aggist me in carrying this ouk, could you please answer the following
questions and return to me at Daresbuiy.

M. LESLIE _  FEB. 1985

(la) Give a brief description of any graphics software that you use.

“(Ib)  TIs it ¢aster or vector graphics? .

(1e) On Which computer does the software run? |

€1d)" Give an estimate of the time taken to produce & pioture

' (la) Doss the program use any graphics libraries? .. .. .

“(If)' 'Is the program easy to use and is there any documentation?. .-

(ijz:Déééfiﬁéibhafaﬁéfei?faﬁiiiﬁiéézLiﬁéthyoﬁf ﬁ§e;:..béécriSé"Qéreen;
' 'hardcopy’ and slide/film . facilities. Indicate  if . you have: auny
. special difficulties, such as deldy in processing films. .. .- -

(323 Would ‘the facilikies described be available for use by other
 members of CCPS? G . o o

1fzfjb)iHWbﬁidv§6ﬁf:Bé'éﬁie_aﬁd:wiiiiﬁé"to tfénéfer Ehé;softwéfé to-octher.
e gites? T S . . S L

f ”PIéé§eiréEﬁfﬁ'f¢ff;t:LH

Cresizel

" SERC Daresbury Laboratory . .

I'Wéfriﬁgfén.wﬁ4:5AD o
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" RAHMAN FESTSCHRIFT
November 12-13 1984

Argonne Natiomal Laboratory,

Illinois 60439, U.S.A.
J.H.R. Clarke

To celebrate the twentieth year since the appearance of Aneesur
Rahman’s first paper describing molecular dynemics simulations of liquid
argon, a group of his colleagues organised this two day meeting at Argomme
Laboratory. There were eleven review talks covering moat of the areas of
computer simulation endeavour which have been directly or indirectly
stimulated by Aneesur’s contributions to  the figld. The meeting was
attended by over o hundred scientists from all over the world. It was
indeed an auspicious occasion which one felt priveliged to atténd. Thanks
are due to the organising committee and Argonne Natlonel Laboratory for
their excelleént organisation and heospitality.

As if to emphasise the rapid expansion of computer 91mu1at10n in
studies of condensed matter, only two of the talks mentioned the word.
*liquid’ in their titles! ‘Jack Powles discussed the calculation of the
dielectric properties of Stockmeyer. droplets from spontanecus fluctuations
of the dipole moment, whilst David Ceperley ocutlined recent progress in
finite temperature quantum simulations of bosons (alias liquid helium)
which bridge the gap between the classical work of Rehman end 0 K Monte
Carlo simulations of Kalos and others. Micheel Parrinello reviewed his
pioneering work with Aneesur on electron localisstion in molten salts.

Two papers discussed the formation and chaeracterigation of dense
smorphous structures  in' molecular dynemics “simulations, and area again
pioneered by Aneesur. Hans Anderson discussed his own work on the
formation of one and two component ILennard-Jonmes glasses in computer
experiments, showing that despite the wvast difference between simulation
and labaratory time scales the model liquids exhibit & very similar
phenomenology to real glass forming materials. Frank Stillinger discussed
higs fascinating work in which the structure of dense liquids wes smalysed
in terms of the distribution of potential energy minima underlying the
instantaneous liquid structure. This representation was likened to image
enhencement when compared with the usual finite temperature radial
distribution function. ' :

Simulations of proteins and other macromolecular systems featured in
two of the later talks. Martin Karplus reviewed his extensive work on
protein simualations whilst Herman Berendsen gave a broader survey of work
in the field of large molecules and micellar structures, including
calculation of gsolvation free energies and binding constents. This talk
started with an excellent and somewhat nostalgic discussion of liquid water
simulations, emphasising the outstanding contributions made by Aneesur
{and not forgetting Frank Stillinger!).
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Three talks concentrated on various aspects of the solid state. Ian
McDonald described recent efforts to develop interaction potentials for
crystalline potassium c¢yanide.  Although  polarisation effects were not
considered the inclusion of a charge distribution to represent the CN™
quadrupole yielded a pair potential which was effective in reproducing a
wide range of the crystal properties, including the elastic constanta.
Jacucci discusgsed diffusion in the bulk end on the surfaces of crystals
emphasising s general need to accompany simulations with developments in
analytical theory. Farid Abrahem showed an excellent film displaving the
dynemical behaviour of physisorbed atowic films. Everyone was duly
impressed by the enormous computing power available to one in the employ of
IBM Inc.!

Last but not least one must make mention of a fagcinating and more
philosophical talk by Charles Bemnett on simple causes with complicated
effects. One rather aetherisl theme of this presentation was the preobable
ingredients of systems with a total capacity for self organisation. Bven
the example of the behaviour of mortal worms hardly served to bring a
listener down to earth!

J.H.R.Clarke
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" ERROR IN CCPS PROGRAMS MOTETRA & MOPOLY. .

D.3. Tildesley and M.P, Allen: . ... .. -

The rigid body eqguatians of rotational motian;aboutxtna;cantfe

of mass are (11

where the time derivative is taken in a hady-fixad frame of referencs,
w is the anguliar welocity, | the angular momantum and ¥ the torgue. In
the principal body-fixed frame we may write Li = IiwL

(i = 1,2,3) where w = (w, ,w,,w}. & =(L1.L2,L3} and the inertia tansor

1% diagonal with components {I1,[2,13}. Then equation (1) may be
writtan
I w, qxwgilz-lal 2 N1
Izu,l2 - m3m1tIJ-=I?J = Nz {2}
IJ‘”:g - w1wziI1-12} = NJ

The equations are written out in full here ta emphasiza that they are
unambiguous: there iz anly gne way ta define tha time derivative of a
Scalar quantity such as mi, In ¢ontrast ta that aof a vectar,

where the motion of the reference frame must be considered.
In a well-known paper (2], Evans suggested combrining these

egqudations with a gquaternion representatioen of molecular grientatian,

te obtain singularity-free equations of rotaticnal motion. However,
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in the accompanying paper demonstrating the technique in a molecular

dynamics simulation of methane (31, Evans ~and Murad wrote down

equations applying in &the ¢ase of a apherical top, with r1 = Iz = IJ:
8. = N /I
=N
w, = NZII2 {3
-
w, = NJ IIJ

£ssentially the same equations agply to linsar malecules, where w, and

N, ars taken as zero, and [i 3 Iz;”'Eqdafidﬁs {4) de pot apply to

k] g2k

symmetric and asymmetric top malecules.

Howsver, squations (1) have been quoted in the general contaxt
of the simulation of molecular liguids [4) and have found their way
inte the CCP& programs MOTETRA and MDOPOLY which are intended ta
simulate general tetranedral and pdiééfsmicwﬁﬁiéculeﬁ; '.éﬁeci?iééily;
intarmalacular  tarques are evaluated in the '5§5Eé¥Fixed"ff;ﬁé:
coenverted ' to nrintibél'”body;fixidz'axéél ‘divided byﬁ tha..iﬁéffi;
comgdnents, and usad in a predictor-correctar ai&ﬁfithﬁ..Fur.fﬁé:
angular velocity based ah'”hdUatidhé 13y, This is ccupiéd' fd”“;
predictor-corrector method for the guaternion parameters. Thus, for
symmetric¢ and asymmetric top molecules, thase 41 53 ”'eﬁ.r:”é
inpcorrect krajectorises, The extra terms con the left of aquatién (2)

should be included in the algerithm to make the trajectaries carrect.

The arror Ls not immediately apparent on running the grograms,
hecause the incerract eqUatiohs of motion still conserve emaergy. This
is Wwecauss anergy conservation follows from taking the scalar product

with @ of the eguations above., From equatians {Z2) and {3) we abtain
)
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I.w w +th’bb1,w$=wﬂ # o N ou13N3_=_L_:.l_,_rj_ f&)

The Lleft hand. ;idéniﬁ tﬁé tim; deriﬁativé af the fotational kinetic
enargy. On the right, it is not difficulf to show that w.N is the
negative of the rata of change af poténtial enargy due %o rotational
mation. The extra Lerma of eduatian {2} do net appear in  thisg
gouatian. The incarrvect aqﬁatiuns fail in not canseyving total
angular mamentum in the space-fixed frame. This 1is npt nat;caq__in
simulatians eﬁﬁiayiné ﬁefiadic bGUndary.cnﬁﬁifinnsf.whicq thgmsg;veg

destroy total angular mamentum éanservation,_ Nonetheless  the

trajectaries generated ars incorrect, as may be demonstrated in the

simple example of torgue-free mgtion of a single rigid rator.

The other programs in  the CCPE Library which deal with

polyatomic molacules [MOMULP, MOMPOL, MOMANY, MOMIXT) are based on a

guaternion leapfrog algaorithm. These programs generate correct
equatians of motian, since they solve the equations L = N in  the
space~fixed frame. Convarsian to body-fixed coordinates only takes

place when w is required in the QUaterniun part of the algorithm. =

[15 H;.GﬁLDSfEIN.;tl;;sicél.Haﬁhgnics" {2nd édﬂl }Sﬁp, A§qisopjwﬁg;gyl_
.:'Ehéptef.glfnu. :. a S | o e

L’z:l D.J.... E.VAN.S; Hnlac.”Phys,_. gﬁ 357 {19?7}._____._'._

[11 03 E.V.A{;IS,. s HURA.D. Molsc. Phys. J&, 327 (1977).

Ce] ®W.8. STREETT, 0.J. TILOESLEY, G. SAVILLE in P. LYKQS “Computer

Maduelling of Matter” {44 {(ACS Sympasium Series 1978},
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SIMULATTION OF A HOPPING PROCESS IN A LATTICE

R. Vogelsang and C. Hoheisel

1. The modelling of a jump of a defect atom in a lattice-

Consider a fce-lattice with an impurity, dencted in the following
as defect atom D;TWhich contains a vacancy site (VS) in the neigh-
bourhced of D (see fig. ).

During a jump, D has to pass from its equilibrium position (EP)
~through the gate of four atoms, GA (numbered 1,2;3;4), to the
VS leaving a vacancy site at its. formexr position. - e

In other words, on its migration path D has to cross an energy
barrier formed by the four GA. The configuration where D has

arrived the top of the barrier is called saddle point configuration

{(SPC}). .
Near the melting line, D possesses sufficient kinetic energy to cross the
SPC often en®9R 5 allow - for an investigation of those jumps

with reliable statistics by standard computer simulations /< /.
Computer simulations are also directly usable for the investigation
of fast ionic conductors like CaF, , where the F-Tons show'a liguid
like diffusion.s. '

Apart from these specific cases, the jumping frequencies,f, (SPC-
crossings. per. time unit) of defect atoms are very rare within

simple solids compared with the time scale of molecular dynamics
simulations (MD):
£=10%- 108 71, =318 x10"% 7L -

Therefore, no: jump event would be observable within a MD ruh of
reasonable length.

Due to this, one has to enhance the jump freguency artificially

to model the jump behaviour of a crystal by MD. This method of
inducing successful trajectories was first suggested by Bennett/. /

to investicate diffusion in scolids.

2. The method of induced trajectories

This method is based on a restricted potentials

u*{r1...r ) =u

N LJ(r1...rN)+

+ uD(g)+
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" lys
0 tl ¢ R
with Up = _IEJ .x
L L - S e w{ﬂ“ ' Lol
Upeo single occupancy term, which keeps 'atom -other thanD.

within its Wigner-Seitz cell.

f is the reaction coordinate of the;jumpingyatom-given in. terms
o]

f the four gate. atoms 1,..., 4:

+
I
P
!
o}

- .
§  = o LEg -
where j is a unit vector in jump direction, chosentobke a (110)

direction.

R, is an arbitrary bound.. value for Et
u* restricts the sy_stem to a region.of phase space which: -
intersects all successful jump trajectories between the . two -
lattice sites in questicon, except for a few unsuccessful - -
. trajectories. S
That means, in.terms'of_uD

thérjump.atomuispreflected by an-
. infinite potential wall whenever.j?i.R.t_; s

X

A reflection is roughly an inversion of thé;veiddiﬁy“yﬁwz"”
This momentum inversion has to be dissipdted to the lattice,
otherwise the total momentum (P=0) and the energy arenot con~
served.

Due to our choice of j' the four gate atoms have to be involved
in the momentum dissipution. _ :

We achieved this in a similar way known from the collision of .

hard spheres:
At time t=t, assume

E{r=tn) Z R

X v
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Then calculate .

gﬁ(gj'_;;3<t;'

o
u

o
@
i

R, () —AR (), i = 1...4

and

AR = AR

D4 TARy.

D

Projectlagni onte the jump directicon:

+1 - §>0 N

and recalculate QBD' und: ﬂEl o

e ARLCFIARY,

ARp = &Ry * ARp;
1. . PR L
AR = ARy —ARpy

WithlagﬁfandngiIOnéiobt&ihs*the=neW”COordinates-of*Bb:and7gi**

A
it
1'%z
.
>
fra

On the other hand, for j {t=%y) < Rx one has to check whether
f has changed its sign with respect to j(t=t1) or not.,

A change of the sign indicates a saddle point configuration.
This configuration is then stored. o

The decision whether the jump is successful or net is made in a MD
run described in section 3.

For computational purposes, we used azcube'of*edge-dwé of half

the lattice constant rather than a Wigner-Seitz dodecahedron.
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Whenever the separation between an atom j and its ideal lattice
position is larger than dWS/z’ the atom is displaced bhack
by f.\rj{t) .

The potential term u is only necessary for calculations near

WS
the melting line.

3. Details of the simulation

The simulation of the hopping process consists of four MD-runs:

run 1 | |
Thermalize a fec-lattice with D in a normal lattidegpiaCE'and
without a split vacancy. Store the cocordinates of the ideal
lattice sites and the deviations of the last configuration with

respect to the ideal lattice.

run 2

Start from the thermalized ideal lattice configuration, search:.
for the centre particle and exchange'its coordinates with those
of D. Remove one particle from the nearest neighbourhood of. D

to obtain a certain jump direction (here (110)). After sétting

D inte a 8SPC {_§= 0), all the neighbours of D,in a certain range
are marked.

Choose dreasonable limit value for Rxo Due to some gecmetrical
consideraticns one,finds_thatu]f!-could:reach,a maximum value: -
of about 0.54. Therefore a value of R, = 1.0G ensures that Uy
has no direct influence on D. . L

Add the coordinate deviations to retain the confiquration of run 1
and thermalize this configuration again. The last configuration
is stored with D set into the saddle peint. |

Start from the last configuration of run 2 and set RQ to 0.16- 0.26.
Store a certain number of SPC during this run.

run 4

Use the SPC collected in run 3 to compute exact trajectories for

a distinct time interval by common MD.
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Curing this run you can obtain the correlation functions according
to the list of particles made in run2 . In fig. 2-4 we show for
example the reaction cocrdinate, the mean square displacement of
the gate particles and the Fourier inversion of the veloc1ty auto-

correlation function of the gate partlclEQIas a function of time /3/.

- In' pursu_ing each trajectory of the SPC:one is able to decide.
whether D settles in a new vacancy or falls back lnto lts old
position. A jump is regarded as a successful one only when tne sign
of j remains unchanged and & final value of g = 0.5 1is reached.
The fra.:.on of successful jumps is. denoted by C(Rk)‘

In order to .ucrease the numberof avéraging events for the evaluation
of the CF one can repeat either run 1 -~ run 4 starting each run
from the last nonfimwation of run 1 or run 3-run 4 starting from the last SPC.

Some details for the runs are summarized in table 7.

4, Jump frequency and diffusion coefficient

In run 3 we can obtain the jump frequency in jump directicon f*

undex the restricted potential u*. To determine f we have to

extrapolate to the case where only Ur g acts. To achieve this we

need knowledge of the transition probability P(Rx1,Rx2} indicating
how often D is in a region of phase space of EfLR 1 when u* with
x2 is acting.

For this purpose we have to perform MD runs with various sz

parameters:
P(0.15,0.85) = P(0.15,9.25) P(0.25,0.35) ... P{0.75,0.85)
Finally £ is given by

f=1* - P(0.15, 0.85}'C(Rx)
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The diffusion-cOefficient /?-/ is related to f.by'

12
DD —'6" g T f@ xVS

where r is the dlsplacement per jump <D is a correlatlon factorfbf
z denotes the Loordlnatlon number and X denotes the concentratlon

of vacancy sites in the lattice. In a fcc lattice & can be

P
estimated by .78 and z equals 12. Using an experimental value of
DDf épecifiéally thé_sélf{diﬁfuéioﬁnédéfficienﬁ in argén'fiims / 6/,
we are enabled to determine the vacancy site concentration...

These wvalue have been summarized in table 2.
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Table 1

A. Potentials, thermodynamic states, MD

L.J. 12-6 potentials, unshifted truncated at tc#ZQStGH{

i

host  lattice: &,/kg 119.8 K (55 = 3.405 3 .

m, = 39,95 a.u. :
impurity: - §./kg = 119.8 K, G?i = 3,405 &
: R ., .= 39.95 a.u. I
mixing rules: "“'ﬁz S =VE;;TE;2;-G32-= %-(GH{+652)
reduced temperature: T* = T-kB/612 = 0.50)
reduced density: n6$1 = 1.00279

nearest neighbour

lattice parameter: a/l'_i’.l,i = 71,1214
time step: at = 107145
number of particles: 256

) kB: Boltzmann constant

B. MD runs

run number of time CPU-time/ specificaticn
steps 100 time-steps
1 3,000 2.0 s
2 4,000 2.18s
3 16,000 2.19s for 100 SPC
4 200 2.21s per 1 SEC

Table 2 Diffusion in solid argon films

13 2 -1

DD(exp): 2.9-10 m” s
£%; 5.18:10 1433 g7
P(0.15,0.85): 1.2x1072+9%
c{R,=0.15): 0.93+2%

X -5 =13
£.2,, 1.81x126 £14% (% =3.13:107 7s)
Xirg't 2.2-10
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FIGURE l. Upper: FCC-lattice showing D in the saddle point,the four
gate atoms, the two vacancies and nearest neighbour
particles.
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reaction coordingte

FIGURE 1. Lower: Illustration of the energy barrier which has to be
crossed by D.
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FIGURE ? d’ump behaviour in terms of the. reacti'bn é'oordinate.
. Saddle point configuration at t= 0
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FIGURE 3. Mean square displacement of the four gate atoms. .. ..
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PIGURE 4. Spectral density of the velocity ‘autow-correlation function
of the four gate atoms.
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A FAIRLY GENERAL ALGORITHM FOR STOCHASTIC DYNAM‘ICS:..___:_

F.J.Vesely

After the publioation'of Turq’s 1977 paper /1/ an ever
increasing number of'aﬁthors have tried their hands on what
has since bheen called Brownian, or stochastic, or Langevin
dynamics  (see,-e.g.; /2/, /3/, /4/). A number of algorithms-
have been devised which:at. first.glance look quite dissimilar
although they:were all: constructed to treat: the:sdme kind'ofr

. problem. It may be demonstrated, however, that-all these for-

mulae are-really: just different:disguises of one general. .. - -
stochastic dynamics algorithm, For. a. detailed.derivation of .
this”unified:algorithm.andcfofgsome:test calculations the
'readervisrreferred.tOTreferenoe=/5/;rHere?:I?willggive-only:i
the necessary definitions. and relations; giving more room:
tec the explicit recipes for applying the algorithm in its
general form. ey

In stochastic dynamlcs we set out. to solve - or rather,
construct a speC1f1c solutlon to - a stochastlc eouatlon of

motion of the type /6/

x(t}= v (%) A | (1a)
| v(t) = -fM(t {)v(f)di + a,(*) +b(é) , (1b)

where M(t-t’) is a given memory function (postulated or

distilled from MD data), a({t) is the stochastic acceleration,
and b(t)zb[x(t)] denotes the systematic acceleration due to
external or interpartlcle potentlal_forces, M(t) and a(t) a

are 1nterrelated by _ L _ o
.(but see /5/, equ 3) ._ _..; .. | ..~e---=-: fo
In many oases the memory functlon w(t) nay be represented,

via ltS Laplace transform, by a sultable truncated contlnued_

fraction,
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I {P1H } — +4P43 _.__ oy

s + VH

-F1ﬁ;&3_3'*-""”
where for our purposes it suffices' to regard the guantities -
M1,12,...Mm q
M({t). Of course.. the index of truncation, m, will. be decisive
forttheequality:of.the,fit;;Injpracticalnappiications.itjmaylbe
chosen:to have a Valueabetween:m=1:(équivalent:toxthe;simple;
Langevin eguation without memory)-and m=25. (practical limit;:
see /4b/);nUsianthe'fit?parameterstMﬁ;;;;BtWefcénuthen.trans-
form the integrodifferential equation {1t} .into a:finite number
of simple-linear differential.-equations, namely /7/, /4/

(B just as fit parameters.to. the given function.:

vit)= L"]' t)+ all) # bW 5 (ab)
where we have deflned the m=- dlmenSLOnal.vectors a(t) -
(O 0,..0, m(t)), b(t) = (b(t),0,..0) and the matrix
0 1 0 \ = A |
me(M4O0 L ()
B R 'o ' 4
Ly

a_'is'a random variate with "1<_ o)am () 5= T s "11..-4 PRI (}L.. par-
ticle mass). The firSt“compcnents of the vectors g(t) and g(t)
are just the ordinary particle velocity v(t) and position x(t),
respectively, while the other components represent ever higher
time derivates of v(t) and x(t). Having to keep'frack of these
latter quantities is the price we have to pay for getting rid
of the memory integral in equ.(1). It should bé noted here
that the vectorial equations (4a,b) describe the evolution of
one cartesian coordinate only, the extension to threedimen-—

sional motion keing trivial.
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By writing down the formal solutlon to (4a, b) and ex-

pandlnq it to thlrd order in at we arrive at /5/"

¥ onad =E.,'Kn + l/n+"£'éﬁ ""Q."'b,n“'o(dﬁ) (6a)
Xnet = Xn * I ¥n+2§n + Q»bn-f- H b + 0(/.‘1?.(&) y (6b)

e o= s

where we have written ¥ for g(tn+ﬂt) etc., and where the

¥
auxiliary matrices E, F,

U6y —

and H are_giVen'by(L..unlt matrix)
2 i 3 .
E=1 + Mat + mz%‘? + m%* + 0(at) (7a)
= = e ~ 2 -~ 3
F= Lot +nd rtffdb w00ty
;- T
_ | Ma if'_ ” (7d)

Note th5t=thefmatrix'g as defined in equ.(5) contains
only a relatively;smallznumber_of nonfzefefelements. Low-
poOwWer polyneﬁialsfin ﬂ} 1ike”g,'g,*%*aré Eherefdfe sparse,
too. In particulér, tgé elements of g and E are non-zero
only alonq five aﬁd three diagonals, respectively. These
properties might be used to soeed up the matrix multlpll—
cations’in (6a, b) The matrix G has to be multlplled w1th _
vectors'(bh'and b Jthat by definitioh have only a top com* f
ponent each. We therefore need only the leftmost column'
vector of G, [G]  —:Wthh, 1ndeed has only two non Zero
elements. The handllng of H is éven more trivial: we need
only [H]11 = At /6 Furthermore, ‘inspection of equs . (6a, b)
shows that only the first line of (6b), namely '

s =+ [Eox), [0 ]0+[G 0] #[H B + 06 (o)

must be evaluated, since the othe: components are never
needed.'Thus only Ehe first line of E, as_weli as its first
column (see (6a)) will be needed. - | '

‘The stochastic vectors v, and}gn iﬁffGé,b):heQe”odly a
few non-zero components whose statistical characteristics
are well known and may be utilized to sample Y and X, cor-

1-84t and §=z 8- _ .,

'-[VJM-L; T%if =Tabw T 0 (9a)

o

rectly. In particular we have, With'f'

i
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[vh]m
.fall other'{Vh]i being zero), and " | |
[X;]w;*- [V’]m, :---”f*fj e (10b)

. where we have deflned

T

2
Tly+$%) +Tlp-0t) ¢ T8 oo

T = fam(t +1‘) @, ka2 on

The covarlance matrLX'of the random variates Tkﬁ is

B
(3
-
T
&~

[

i

D oon
. b

=T m“‘

(12

»
8
-
o
-
e
.

S

f-_ml‘:- SE
oq‘ wl
Sl

1,'T2 at successmve tlme steps 1n .
accordanue Wlth thLS covarlance matrlx, we w1ll Droceed as N
;ollows /5/ ; _ ' ' o '

__1) Sample 3 statlstlcally lndependent normal random

In order to sample T

. vaxlates z (l.; O T 2) thh varlances ci; where_bgi
H  .g% are the eLgenvalues of ZT o . _w :
il) Apply the llnear transformatlon (w1th T (T 1, ) _

etc.) o _ . o .

~
.

“'Wheré"g is an orthogonal matrix Wthh dlaqonallzes L

ZT {see below). .

The derivative b (t) in (4a b) ié_épproximated_by the
backward dlfference quotlenf

°

bﬁ [bn Bn-a /Af ;   ;: J”'Hda)

Equatlons {6a,b) give a predlctor for v he which may

n+1’
" be improved upon by a corrector, using the predicted syste-

~n+1
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I

matic acceleration hi . . b[x. '] in a better estimate on
' ~n+1 ~tni4

bn’ namely

-~

En“[b:n_“bn]/dt - (1db)

The detailed procedure of aleylng the qeneral pre-
dictor-corrector algorlthm (6a,b) may now be descrlbed
as follows : ' _ 1” o
1) leen a speC1f1c m x m matrlx M compute and store
ths matrix E (equ ?a), the vectors [F]1 and [F],
(équ.7b) and [e],
(equ, 7d}.

i1

i1 (equ 7c) and the scalar [a]

11
2) Find the eigenvalues oi and the hormalized eigen-
- vectors: g, (i=0y1,2) of iT (equ.12). Standard library
subroutines like NAG- F¢2AMF, or explicit low=order
“matrix algebra, may be used for this. Combine the
colunmn vectors:gi to a 3x3 matrix D which‘diagonaiiZes
;T' Store D for use in sampling the stochastic vectors
yn and X0 (see step 5 below) .
_.3L Inltlallze the vectors x and Yo by”a suitable assump-
"tlon, e, g. ~o 1(x v O,...,Ol,go= (v,0,...,,0): or start
- from an "aged” pair of vectors x., ¥, stored from an
‘aarlier runi The same appliés to the past systematic

acceleration p_..

4} Assuming that at time En thé:quéﬁﬁifiés.gﬁ; én—T
are known, compute the systematic acceleration
bnsg[xnllfrom the given potentiai”(xn being the top -
pogitional~-ealement of gn). Also, evaluate Qniaccord—
ing to (14a}.

5) To produce the few non-zero elements of the stochastic
vectors Xn and En’ sample a triplet of correlated ran-

dom variates TO,T1,T according to the recipe given

2 7 g
above. (see equ. (13)). Insert the Tk in {2a-¢) and
(10a,b) to get the three elements of Ve and the two.

elements of En' respectively.

6} Using all the known quantities, evaluate formula (6a)
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to find ¥ and the first line of (6b) (see

n+1’
equ. {(8)) to find x

¥

n+1

"7) It is possible at this stage to insert a corrector
step in the usual manner, namely by i) calculating
the predlcted systematic acceleratlon bP+1'— Q[“n+11
from the predlctor X n+l? ii) xeplac1nq the former

agtimate on b aqu. (14a), by the lmproved est1~

mate (14b), and 111) redomng step 5. Wote ‘that such

a corrector step lnfluences only the last two terms

on the r.h.s. of equs . (6a, b)
8) Return to steD 4.

_ _In place of the predlctor corrector alqorlthm (6a,b) we
may alternatlvelv derive a Verlet- type algorltnm for solving
the stochastic equatlon of motion (4a,b). It is of the same

(third) order of accuracy in At and reads /5/ -

Xnst = 1] bE oy < Eoday # X+ EXn +E byt + (152)

. . B h

R (G -F 41 baat + 0(e8)
-G i 15b
'n+4 (dF) rx ‘,-—Kn-#”n _-dg_'hﬁ-ﬂﬂ'bn‘]*( )

+ 013
where we have d@flned (see (7a~d))_ o
. | Z.Af3 {_
AF F(a%)*-F'(—-a%) = ZIat P M O(A ) (162)
46 =Gl =G (- R !;;lési el (16b)
' < S

4H = Hiat) - 1 (-at) = L%i £ 0@t . (16¢)

In {15%a,b} the matrices F G, aG and - ¢H are to be multi-
plied with vectors (Q and b ) that have only a top component
each. Thus only the leftmost column vectors of these matri-
ces are really needed. Moreover, we can see that only the

first line of equ. (15b), namely:



(F)d] [Y ~Xh-+X;'fHA§rbn- (17
.__4ﬂ baly +0(at?)

must be evaluated, since the other components of v are ne-

n+1
ver needed. Thus only the first line of (aAF) -t will be needed.

The stochastic vector Y- has (like ¥_ )'oﬁly'tWo non-zero

components. Eh and X are“uncorrelated but Y is correlated

+1
with X via the random variates T1,T ‘definéd above. In de-—

2
tail, we have o

'D(‘ -

?l+4]‘m. :

H" :

= T - - (18a)
T+Tﬁ o (18b)

B

whlle the comoonents of X, are glven bv (10a,b) .
We can thus describe the procedure of applylng_the Verlet-

algorithm (1%a,b) as follows

1) Given a specific m'x W memory matrix M compute and
' store the matrix E ‘(equ.7a), the oolumn vectors '
e_[FT “(equ.7b), FG] (equ Fey, aGJ {édu. 16b),_
the llne vector” f(aF) 1] (equ.16a), and the scalar
'-[AH] at%@ (equ.16¢) . ' ' B

2) Flnd the elgenvalues ci and the normallzed elgen-
| vectors s (l = 0,1 2)_iof ZT (equ 12) Standard
_ llbrary subroutlnes like WAG FQZAM“:, or eXDllClt
low-order matrix algebra, may be used for that Com-~
' bine the column vectors 5 to a 3x3 matrly D whlch
dlagonallzes ZT  Store 2} for use in samollng the

stochastic vactors En and En (see step 5 below).

3) Initialize the vectors x and x. by a suitable

~n-1

assumption, e.qg, X, = (x,v,C,...0}), X 4= {(x=wvat,v,0, .

..0); or start from an "aged" pair of vectors o1 ¥y

stored from an earlier run. The same aprlies for

the past systematic acceleration E and to'gg

-1

4) Assuming that at time £ the-quantities X7 bn—1
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are known, compute the systematic acceleration
Enagfxn} from the given potential (x, being the
topépositionalﬂeiement of gn). Also, evaluate En

according to ({(14a},

5) To produce the few non-zero elements of the sto-a,,

chastic vectors X and X - sample a triplet of

n+1'

correlated random varlates T /T T folloW1ng the.

’
re01pe qlven above (see. equ 13)T Insert the Tk in -
(10a,b) and (18a,b) to get the two elements of X .
and of X N1’ raspectively. X Nt is srored and will

be used under the name En at the next: time step.

6) Using all the known5q&anti£iesrnevalﬁate formula
(15a) to find x nel’ and the first line of equ. (15b)
(see equ.17) to find vh+1:1 o

7) Return o step 4. = |

- The two ver51ons given here of the general 5D algorithm
may edblLy pe- tuneu to any opeolrlc applrcarron by choosing

a partlcular set of parameters M1,¢.0M B. deflnrng the

'
memory matrlx M. If a predlctor—correcto; scheme of higher
order than at3 were dESLIEd, 1t could be derlved followmnq
the lines given in /5%/. _

It is worth rememberlnq Lhat Van Gunsteren et al have
shown how' to 1ncorporate SHAKE inta’ Brownlan dynamlcs {i1.e.
m =1} algorithms /Za/, /2b/ Tn fact 'the first lines of
sur formulae (6x,b) and (15a,b) contain, at each time step,
all the information necessary for the call to SHAKE. It
should be an easy task, then, by adapting the recipes given
in /2b/ to construct a simulation scheme for the stochastic
motion of a simple'chain in a viscoelastic medium with me-

mory.
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- HOMOGENEOUS: SHEAR NEMD AT 'CONSTANT' APPLIED STRESS. =~ =

D. Brown. -

Introduckion . .

In the measurement of. the shear viscosity . of. fluids: by
‘non-equilibrium molecular dyhamics the poliey in the past had been

to impose a shear rate of ~predetermined” temporal and spatial
dependence and then to measure the regponse of the significant
component of the streas teunsor (1). Recent  developments: (2) have
led to the possibllity of inverting this process and so to measure
the viscosikty by. applying a -known ‘stress " to- the system and
observing the fluctuations in the shear rate. Apart from the
possibility of obtaining more precise viscosities, & method of this
type also produces conditiens more akin ke those found in the
laboratory, and thus, allows the more realistic study of such
phenomena as creep and Bingham plasticity.

The purpose of this article is to outline a practical method
of sapplying stress to a fluid and to compare its merits with those
of the more conventional applied strain rate approach. The method
ko be described is the off-diagonal analogue of Evans and Morriss's
{2} technique for performing isothermal-isobaric molecular
dynamics. It differs sufficiently to warrant a separate description
and some of the comments I shall make concerning the congistency of
the equations when used with periodic boundaries apply equally to
both.

Method

The starting peoint for this method is the SLLOD equations of
motion (2) for the isothermal planar Couette flow in the xz plane:

j: f/m +CL,_2}'§ <1>

o

-E:_F-otf-ﬂa"]:)lg 2>

- .
where X 4is the unit vector in the x direction., ot and &  are

treated as undetermined pavameters and are evaluated from the
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constraints appiied to the system. Firstly, we require that the- .
total kinekic energy of Lhe syvstem:

Zp/m

rema.i:ns fixed. ’I‘t‘ii;.impiiés thaL an"ﬂ i.e. )

(unless apecified : 1nd1cates 3 sum over -all N . particles.)
Substituting for P gives the value of ol required to satisfy
the constraint -

“’ZFE"&Zﬁﬂyzf“>

The second constraint aPPl:.ed 15 that l:he rate of change of the RZ

component of the stress; S5z > 18 known. %, is defined by -
-\/c;-;;.2 = Z ('f’u P /™ * g F:)” <>

where = V' ' is the volume of the system, so differentiating wior.t. ' .
cime gives '

vz, = L Rl + prps)
DI ETIAN

Substituting for f  and CL .. equations <> and <2>, and -
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rearranging implies that. = -

> -*-Z[*«C-’lp, Fo 4+ F p,_-lai P"PZ-_).fﬂ;x.‘E_z‘J + <:;j;,. v

TR =qaf) = AT pep ) mIpY)

and substituting for QL |, equation <3> gives S

¥ { R (L, + Fpa) - 27 p- FZPxPz/MZ P") |

+Z CLKF + <% xzv.}/izc Pz/"‘ Ci,z. 2.)
~2(Z popa) S __p")}

The term involving Fz, is not immediately caleculable, so a
further substitution has to be made. Firstly, it 1is asgumed _that
the particles interact through a pairwisge additive potential, r'). _
which is a function. of their separation only i.e. 'r'--l'q..ul T w eref_"'__ )
CL‘J' c". qd ;The force on the particle i dué to i is then given’ by o

Fg =~ 3 gy

- whére @" d g/d". Convertlng the térm involv:.ng Fz_ to a -d'oub'le____:_._

sum (LT implies 5 Y ) gives <

Lxe 31

Lot s LT qu; Fai
2_ Z =iy é__("' @'%zz:j ) <8>

Evaluation of the differential in equation <8> introduces yet
ancther term in M and afker some tedious but straightforward
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algebra, one arrives at the final equakion ﬂi:...

Y= [Z (2p.F, + Fup, )- :Lz_p Fl_ pups /(m?:p)
"ZZ[C},‘U Paiy @/leq, 1)+ €q 5 - Pi/m) g e Qi (¢”
‘5/|q,.,\)/q,.,‘]* V}/{Z P/ m= l(ZPan‘)/("‘ZP‘)

+ZZ C’l?“\i q,z.i,',[@- @- “_CL /q/"'J)/‘CL'J]/Cl‘JB

In this form . 4 can be readily calculated from quantities
either stored oa’evaluated_in the normal. MD precedure,. with . the
exception of 5? . ' :

Implementation

As with other methods in which planar sheayx flow is simulated, -
the equations of motion are integrated in conjuncticn with the
moving boundary scheme of Lees and Edwards (gee (2)). the
integration of the coupled f{irst order differential equations
presents no problems if predictor-corrector methods: are used, but

there are some extra considerations concerning the moving
boundaries due to the fluctuating shear rate.
If at time t=0 the periodic images. are orthogonal,.. then ak:-a

later time ¢t the distance moved by the 1mage cell }1Lt} is given
by

t o

h ()= 2;/(.53‘— ds o <10>

1

Je T

. h(.t)

1f ¥ is constant then NLEY= XL?' "Ih-__ this. -case though,  the-
shear rate is a function of time so the evaluatlon of. f\tt) is
more complicated. A convenient way of doing this is te reformulate. .
equation <10> as a differential equation
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y.\(.t)z a./(t)L_ T S Y S <.“->:-..

- and I:hen use a fourth order predicteor- corrector gcheme: to solve for
h{tL This is useful whén we considér Lhe displaced perlodic _image

' of a partlcle, q" s oin I:he posil:ive z d::.rectn.on, say.
L4 . B i
T . ] L
— X i t-h'-

_.yz;w:;n 

Now as qfequth. differentiating wirib. tine gives
9 x
which from equation <It> is -

o q:;: C'L” + X L- o

Ei; ;: Ei;:ﬂ+ Efl-
.-q:’: - .é:‘ 4 "b; L_
.E%j; = “EEK' 4-.Sri_

. bl .
etc. As ¥ is a function of time J and the highar derivatives
are non-zero so if a particle moves out of the primary cell through
a z face then not only does its position and velocity change to
that of its periedic image, '_ y but also all the higher
derivatives.in the integrakion sc%emé.' ' I

To - tesk. the - method -1nitially, " argén’ system of N=236
particles at a reduced number dens:.tye O sum and temperature of
86.5K was used. As usual Lhe Lennard-Jones 12-6 potential, '

@—{r) = 4 € (/e =~ (o/m))

74



. -
where&/ k= ll"-'lSK and T =3 405A | determined the interactions between

pacrticles ‘and’ was truncated at half the box. length. The coupled. .

first order equations of notion were then. 1ntegrated using  a. fourth
order Gear pred1ctor—corrector scheme (a good description which is .
g:.ven J.n reference (2)) After a perlod oE equ:.l:.braL:.on, i. e..with.
Ql- and b’ : set equal to zero, the. constraints of constant kineric -

energy’ and. c-;..,_-..o were impoged on- the . systcm, having first..

ensured that the klnetlc energy corresponded to a Ltemperature . of .

86.5K. It 's-__ found “that . _athough the .. I:emperature could . LU

malntalned constant to’ order. IO“' Kus:l.ng a- time gtep of QSR I0 s i

the".__'stress s£ill fluctuated .and - drltted .slowly, bul: 'surely,-;.

downwards. This occurred even w1th ‘a time. step: of O 280" s, | Having

elmunated 3the_ poss:.blllty _ of programmlng errors, attention'was.-. .
turned back to. equation <9>, that which - determines - b’--_. v It was-.

first thought that a. long range correctlon should be added to. the

denominator bécause of the term in CL;FI. (gee . equation <6>), L but.
this is not so because . the sum is def:.ned as be1ng over, those
partlcles which define’ d“-;,;, whlch does not. contain .a. long. range. .
correction.’ However, inconsistencies are introduced computationally.
by the periodic boundaries. Thls “affects’ any . of the ’'properties.
evaluated as a double sum. Take for example the potentlal part of
the stress tensor -

~Vozl = Z CL Z.i h_' o <125

ar

The transformatlon Erom a s:.ngle to a double sum is corre:t and ca.n_-;.__
be shown to be so by snnply writlng :

CFaie 2l Fa

L)

In molecular dynamics the double sum in equation <12> is calculated

Z.-‘ Z; iy Faaye

wherée j' is j or the nearest periodic image of j. to i. In this case.
the gsingle and double sums are not necessarily equal and in general
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will - not -be: at - any given ‘instant. Only on averdge are these two
quantitles equal. This means that although the equations of motion
are formulated for the fixed set of W particles, defined by their
initial positions, we are- effectively'sémpling'a :muCH”'Iargéf' set “
made . up of all the- perlodlc images in evaluatlng the double sums. "
This does not dffect the teémperature constraint’ -”it involvest
momenta, : which are invariant to the choice of reference frame, but '
1t does affect the streas congtraint, This was °substantiated by
temporarily removing  the' perlodicj:boundaries, it was then tound :
that 'a ¢imilar degree of stability ‘could be ‘achieved for the atress
as - for  the temwpérature. ' Thus, .~ thé  problem steéms from tha
inconsistencies introduced by the periodic boundaries. . 'féthe‘f  than
from - the integration™ al'g'ot-'ith'm‘“'"1t§e1f.‘_'° This “argument ‘applies
equally well to Evans and Morriss's (2) isothermal- isobarlé MO :éﬁdnﬂ
the. likely - cauge of the majority of the drift 1n the presaure f
reported by Berendsan et al. (3) whan uging 1L, o : -_ 
. Despite this drawback; further simulatxons were performed on_”
<A> the same gsystem as already described and <B> a’ s:mila: ”
system - which "differed only in the interaction potentlal 4§5Cf),'
instead of- _@r_r'j--. where. '@;Cr) is defined as 3

§5Cf3= @Cr) + & f'sl'/";'

$scr=0 et

jﬁ&k}is 9imply the LJ 12~6 potential raised by the well-depth and

truncated at the minimum so that the”'pdtént{él and| its first

derivative go to zero at the cut~off. As the" probabllity of taking
a periodic image increases with the curc-off, this ploy was used as
a method of vreducing this probability and hence. increasing the
stability of the golution of the equations of motion.

For both <A> and <B> two simulations were undertaken; one at
constant stress and one at constant shear vate. To "dyive" the
system to a certain stress, in this case 510bar, Qxz was given a
value of lbar/4A t, where At was the timestep used throughout of

(>1S$|6"g, until the desired level of stress had been achieved, at

which point <5;z was get to zero. If the stress then drifted below
that required then Jg3 was set back to lbar/a t for the number of
timesteps required to re—attain the desired level. This was found
to occur quikte often in case <A>; approximately every 100 steps,
but virtually not at all in case <B>. After allowing a periocd for
the setting up of a steady state, the shear rate was then averaged
over a period of 9,500At. The mean . shear . rate . < ¥ > and the
initial configuration wére then uséd as the inpit for the second
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calculation and the stress was then averaged over the game period

of time. The variation of the gtress and strain rate are .. . shown

in Figs. | and 2 for case <B> st constant stress and constant shear

xate respectively. In all the calculations the. total.. momentum,
—l|

P’ y., was . found. to . be. cons‘erved to. better than 107 . “of a =
typical particle mome'ntum, (ka )/‘ : A

Resulta.

. The results. obtained for the stress, shear rate and O are

given in . the table. along with: their root mean square deviations
expressed as a percentage AQ where

qu (<(Q —(Q‘?)”})‘/",‘|oo/< Q) BT

" A'l"s'd_m'gﬁivér't 'is the resultant v'i..éf:'o:sity obtained from the uaual
expression : - i :

and__.'also from the relationship.

where Ke, is the kinetic energy of the gystem.  Equation. <14>°:ig
gimply derived by substikuting the SLLOD equations of motion and
equation <13> into the equation for the rate of change of the total
energy, (see ‘Acknowledgement). :
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Table

. The mean values of

percentage RMSD'a
equations <13> and <l4>, obtained from the
stregs, and

12-6 potential,

Txz s

¥ ‘and oL together with™ their .
and - the tesultant viscosities, determined from-i
runs at (1) ‘constant
(ii) constant strain rate, on the two systemsg: <A> LJ
and (B> shifted LJ 12-6 potential.

KT AT, [ K¥ T | AaY [ ey | A A SR g O
- - ) . il . . . .
/bar /bar '“Ows_ . _ﬂomﬁ_ _ -/h‘.).' a __._/.‘d.w‘ -~ Jripa & | /mpa s
(i) 510.5 | 0.1 24,55 | 40.2 | 16.57 | 170.1 |'0.208 | 0.207
<A>
(11> | 512.9 | 19.6 24.55 | 0.0 16.61 | 163.3 { 0.209 |0.208
(1)l stt.7 | 0.1 30.35 | 35.5 20.73 | 137.3 | o.169 0,170
<B>
(1) ] s13.2 | 21.0 30.35 | 0.0 20.57 | 134.1 | 0.169 [0.169
Discﬁssion
From the results it can be seen that, ' in both cdses, the

visgcosity

evaluated

constant stress,

from €7 are all in excellent

thesge

values

gskress

are

AY

is

agreement .
related to the A® and these are significantly
different. Even ignoring the wgmall flucktustion in: Txx at
applied :

DTy, obtained at constant strain rate in both

conditions

both methods

are

several

estimating the viscosity from <at? . _ S
Thus it can be concluded that of the methods described, thak’
of applying a constant shear rate to the gystem is the most precise

far

The

Under

ervrors

congtant strain rate and
likely

in

constant
a factor of 2 higher than the value of

cagesg, these

times more precise than

the calculation of the viscosity for the conditions uséed hera.

At lower strain rakes/stresses the gituation may be reversed and it

may

even be better to calculate T

seen, but calculating the viscosity from <=7 is certainly a
ugeful consigtency check. One other considerakion is the efficiency

of the

dynamics

methods.

double

for

the

The calculation of the
lcop
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extra

Lerxms
constant stress method inevitably

in

the

from <ol ?, This remains to be
very

main




increages theé amount of computing time required. Without any large:
scale attempt to improve the coding the increage in the amount of:
CPU time was about 60 percent for <A> and about 10 percent for <B>.:

Despite its drawbacks the constant stress method does work and:
could be guite useful for certain special circumstances. One:
possibility already proposed is the re-examination of shear induced:
melting of sgoft spheres previously studied by Evans (4) and’
Woodcock (5) and thought to show Bingham plastic type behaviour. :
This method could be used to determine its yield stress directly:
and to probe Lthe mechanism of the melting phenomenon. B
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STATTSTICAL ERRORS WHEN CALCULATING TRANSPORT
COEFFICIENTS USING AN EXTERNAL FORCE

M, J. Gillan,
Theoretical Physics Division,
AERE Harwell, U. XK.

There are several different ways of using MD simulation to _
calculate transport coefficients, as was amply demonstrated at -
the recent workshop on the subject at Royal Holloway College. '
For example, suppose youwant to calculate the thermal_-'. :
conductivity k of liquid Lennard-Jonesium. Firstly, and most
obviously, voucan just simulate the system between parallel
walls held at different temperatures and work out the ratio of
the heat flux to the temperature gradient”’, Secondly, youcan
use the Green—Kubko formula'®, which allows you to calculate k
from the time integral of the autocorrelation function of the
fluctuating heat fluxin full thermal equilibrium'® . Thlrdly,
there is the non-equilibriummethod developed by Denis Evans ™
and myself ®. inwhich you study the responseof the heat flux to .
aspecial klnd of steady, uniform external force; this :
" technique can be applied either straightforwardly with a force
big enough to produce a response detectable above the noise, or;
more subtly, by using the differential trajectory method. At _
the RHC meeting, two new methods were discussed: there was David
Heyes' proposal'™ tocalculate Kk by monitoring the temperature
of asingle partlcle which has been supplled with a small
increment of energy; and there was Professor Powles’ 1dea of
observing the decay of a small-amplitude temperature wave,
which his calculations with Nigel Corbin showed gives very :
satisfactory results. That makes five different approaches,.
some of which exist indifferent variants, The situation is of
course similar for other transport coefficients: bulk and shear:
viscosity, diffusion coefficients, electrical conductivity of -
ionic systems, etc. :

Faced with this embarras duchoix, how can you tell which
method to use? Of course the answer to this may depend on what
you are trying to achieve, but external force methods do have
great advantages. Firstly, they allowveu to calculate the
transport coefficient at zero wavevector, which is usually what
yvouwant, and secondly they generally seem to be statistically
hetter than other methods — certainly better than Green—Kubo,
anyway. But there is also a less well-known advantage that they
have, which became particularly apparent in some recent
calculations we did at Harwell ondiffusion in a temperature
gradient. This advantage is that you can calculate in advance
the size of the statistical errors. This means that you can
estimate what length of MD run will be needed to calculate your
transport coefficient to any given accuracy; the only
requirement is that you should have a rough idea of the value of



the transpcurt coefficient you are trying to calculate. The way.
this comes about is very 51mple and may already be dlscussed in
the literatureé somewhere (perhaps someone can tell me where’) .
but it seems to me 1nterest1ng enough to bear repetltlon even
if it is.

Suppose we are 1nterested in some traneport coefflclent cx
which ¢an be cal culated as the ratlo of the average value of some
flux J to the value of some external force thlch 1nduces it:

5 (Examples for thermal conduct1v1 ty, J’would be the heat flu.x
and F wou_lc_l be the strength of the force discussed inrefs. 4 and
5; for viscosity, Jwould be an element of the stress tensor and F
would spec1fy the shearlng rate; etc.) We assume the. - SR
calculation is being done by dlrect computation of Lhe meanJ
caused by F, thisnean being estimated from the time average. of J
1nanMD1un0f duratlonr DRI e :

<J> = 1[ ar f(r) (e
But the estlmate w111 be subJ ect to statlstlcal errors, whose
rms value 6/ is given by:. = : : e

a2 = lfar: J’(r)—(J} > o {3)

the averages { - ) being takén of course in the steady~state
perturbed ensemble. The rms error in the calculationof awill
be 8J/(J). If we are in the linear region ({J) = F), the value of &/
will be calculated well enough by evaluatlng equatlon (3 in the
equilibrium ensembler ' - : o

51?. =3 j iy j & <f(r )f(:o»

- = [: f d:l (J(r )J’(O)) - f dtlfr dt, <J(r,,)f(0)>] @

for large t, as is readily shown. For a lohg simulation run, the
first term in square brackets will dominate. But this is just
the time integral of the autocorrelation function of the flux in
thermal equilibrium, which is related to the required transport
coefficient a by the Green-Kubo formula:

w=aAf @iy (5)

where 4 is a known constant. Hence the rms statistical error in
als:



This shows that the statistical error in the transpm t .
coefficient, besides being governed in an chvious way by the
size of the force Fand the durationt of the 51mulat10n depends
only on ¢ itself andonnothing else.

I think this is likely to be most useful when you are N
contemplatihg using the external force method, you have an idea
of the value of the transport coefficient ¢, and youwant to kitow
whether you are going to get sométhing useful sut of a
manageable length of run (since @ comes under the square root,
you don't have to know it very wéll)'. We were in exactly this
situationwith some calculations we did recently'™ ondiffusion
in a temperature gradient, in a simple‘orie~dimensional model -
{actually the Frenkel-Kontorovamodel) . We were applying the
special force of refs. 4 and 5 arid:looking at the induced heat -
flux and particle f1lux to get the thermal conductivity and the
heat of transport. The Figure shows the fluctuations of these"
two fluxes averaged over subsections, comparsdwith therms
values of these fluctuations estimated from the average £luxeés
using formula (6). The length of run used in these calculations
was in fact chosen in advance using the formula, on the basis of
expectations about the values of the two transport _ Lo
coefficients, and the formula provided a very useful gui de in:
planning the whole set of calculations.
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FIGURE CAPTION

Energy and particle fluxes (top and bottom curves)
induced by an external force inaMD simulatiocn of the
Frenkel-Kontorova model. Fluxes are averaged over
subsections of 30000 steps. Dashed lines show the rms
fluctuations caleculated from the overall means using
equation (6).
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How accurate are melecular dynamics trajectories?

Nigel Corbin University of Kent

The recent workshop at RoyaltHclloway Ceollege, on transport
properties, highlighted the effort ﬁew'béing invested in long MD
simulations, as many as 106 timesteps, Often this work requires.
the computation of time correlation functions, which are found to
have long-time tails. It is not easy to estlmate the standard
error of the computed values. Another approach lnvolves applylng
a small perturbatlon, and;computlng the response to it by loocking
at the dlfference between.perturbed and unperturbed trajectorlesn
Thls response, as is well known, is ultlmately swamped by "nomse
Thls is attrlbuted to the dlvergence of the trajectorles, but it
is not clear whether this lS due to the perturbatlon oxr to’ giobal
truncatlon errors dependent on: the method used to compute the
trajectorles. . .. “ | : B

Writing Eif, p; for the.position and momentum of:the i'th atom, .

and x for the set XireaoX s the aguations of motion ere:—

x(t) = p(t)/m
plt) = F(x(t)) _ =
subject to the initial condition x(0} = X p(0) = EC; The'ekactf

solution of these equations defines a trajectory in phase space.
We obtain the solution by numerical, and approximate, methods,
and it is not clear that thefresulting trajectory fn fact_apprbxw
imates the'true_result for all t. | | |

To investigate this, we define the corteiation C({t} between

two trajectories at time t by:=~

Clt) = < gqt) .q'(t) /¢ jge)] lg' )i >
where g(t), ' (t) are the momentem:of,(or force on, etc), one
aton, at time t, in the two trajectoriss. The angular brzckets

denote an average over all atoms in the syster. Since we do not
86



know the true trajectory, we will use two simulated trajectories,
obtained with different timesteps. The simulated syvstem was the
usual Lennard-Jones system, for either N=32 or N=108 atoms, ana

at a numpber of aifferent statepoints. For each case, two simulations
were carried out, one with a timestep of 5 fs, the other 2.5 f£fs,
stafting from the same configuration, and C{t) computed:from the
two. Typical results are shown in Fig.l for the veloéities, and

in Fig.2 for the forces. The leapfrog algorithm used was implemanted
in single precision on a VAX 1l1/750. Changing to double precision
made no difference, bevond slowing the compubtation down. The

results are not particularliy sensitive tao either N or to the state
point used,.

Clearly the two trajectories, differing only in the timestep
used ©o obtain them, have diverged witnin 3 ps. We mﬁst conglude
that at least cne of the trajectories differs from the true result.
We might conclude that:-

a) thase timesteps are toc large,
b) the algorithm used was inadequate,
c) beth the above hold,

Alternatively, we might conclude that MD is incapable of
giving time-dependent properties with more than 2 ps'ﬁimescales.
A consequence of this is that long-time tails that are observed
by MD are artefacts of the MD, to some extent.

Some further thought would appear necessary!
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THE BEHAVIOQUR OF PROTONS IN OXIDES.

A.N. Cormack, P. Saul and C.R.A. Catlow.

INTRODUCTICN

It is increasingly apparent that there is a need to underskand
the behaviour of protons in oxides. It has been suggested, for
example, that all oxides, even of nominal high purity, will contain
some residual hydrogen that is, for practical purposes, impossible
to remove: this has been termed 'unextractable water' (l). There
are, in fact, conflicting reports in the literature: some feakures
of the ESR spectra of rutile, for example, have been ascribed to OH
groups (2), whereas IR spectra have been interpreted in terms of
both OH groups (1) and H- ions trapped at oxygen vacancies (3).

Additionally, many interesting processeg in oxides involve the
participation of prokons; dehydroxylation reactions 1in  the
calcination of refractory oxides, and, of topical technological
interest, 'wetside' corresion.

Another area of current interesh is that of fast dion proton
conducteors. Materials such as 5rCe03 and KTa03, which have been
doped with a divalent cation and reoxidised or compensated with H20
are used industrially as water vapour sensors.

The common themes underlying these different areas are
questions relating to the presence of hydregen in oxides: what is
the nature of the protonic species -~ e.g. H, H-, HZ, OH-, H30+
etc.; how is it inceorporated inte the sktructure; and what reactions
between these various species and between the protonic specias and
the host latbtice are passible.

We are currently using computer simulation techniques to
address Lthese questions. The contribution Lo our understanding of
defect solid stakte chemistry that these simulation techniques can
provide is now well established through previous studies (4).

It will be recognised that a central problem in the simulation
of proton behaviour is that a classical appreoach alone, as adopted
in studies of other materials, will not be adequate and thus the
major feature of this work 1is the treatment of the C.....H
potential interaction.

In the next section, we discuss our approeach to the derivation
of these interactions, using quantum mechanical methods, and then
we will describe some preliminary results on the structure of OH
incorperation into g0.
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TREATMENT OF PROTON INTERACTIONS

- Our approach has been twofold, both’ of whlch are_ based oh_:a_
quantum mechanical tréatment. Flrstly, ' we derive an 'effective!'.
pair potential for the O.....H Lnterartlon, for use dlrectly in. the .

classical ‘dimulation codas such as HADES (5). and CASCADE, (6).;Thl$a”
interaction is extracted from the’ potential surface calculated Exrom.
an  ab initio quantum mechanical 51mulat10n._Secondly, we model. the
proton behaV1our u51ng an exp11c1t quantum -mechanlcal calculatlonl_
on ‘a "cliister which is embedded 1n an arfay of 901nt charges. The .
embeddlng 15"absolutely essentlal _1f “the- long range Wadelung;,
potentials found " iﬁ"crystalllne _materlals _are to be, reproduced._
properly. We have found that a 1erge array 'af poxnt charges 151

needed 1f both the" Hadelung potentlal and iks. derluatlves are to be

correctly répresented everywhere in the’ cluster-_lf thls is not. thee;

case, then  Ethe electrons may “apill. ouk into unphysxcal orblts,,_

giving wdrﬁhleSS”resulte. Our calculetlons were performed at the ab ..
initio ' Hartree-Fock ~SCF 1evel u51ng the GAMESS :and &TMOL (7). .
programs, wlth gausslan ba31s sets. The effect of theg ch01ce ~of ..

basis ‘sets wds carefully investigated for thexr influence on the: -

O.....H pair  poténtial  in order to 'Justlfy zbut_:uhOICG.: Theh_
reliability of Lthe 'effective' interaction’ derived in this manner

was examined” 1n a’ simulatlon of the strueture oﬁ MeOH. ThlS has an ;-

orthorhombic” unik cell and. 1ts relatlvely low symmetry prou1ded a..
good test of the potentlal. It was found that the .calculated bond. .

lengths - ‘matched the observaed. ones ‘o wlthln expexlmental error-me

Findlly, we noté” that the. transferabllltv of the 0..;..H potentlal;
to other svéteéms was ‘confirned. by the Fact that it was found not to
be strongly dependent on its environment.

INCORPORATION OF H IN OXIDES

Various ‘mechanisms = may  be “invoked to : descrlbe . the
incerporation of bthe dlfferent hydrogenlc spec1es in OKldES. For. |
example the reacktion:

A sy AR e T

H,0 >. OO_ +. 2OHO f V Mg

in which a cation vacancy has been created to compensate for the
formation of the OH species, has been suggested as a likely means

of water uptake. Whilst this reaction may account for OH formation- .
and a number of other related species, it cannot explain the’

existence of H- species which have been found substituted on oxygen
lattice sites. Here, we present some initial vresults on the

21
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incorporation of OH groups in MgO, using the  effective pair
potential in the HADES code. First we consider Lhe structure of the
interstitial proton or OHC’ group, in the absence of any cation
vacancies. Figure <l1> shows the minimum energy contlguratlon for ..
this - species. We find that the prdEdh clearly  prefers tao be
assotiated'With a lattice oXygen, as a distinct OH. group, Whlch-;
will - b orlented along (LILY] towards :a next nearest nexghbour,
cation. o oo ' o L
Secondlyj "Q"”*”Iindw'that the' energy "of  substitution is .
considerably lcwered in the' pregénce: of a catlon'vécanCy,[to form a. .
Vv OHT;,:centre, ‘or: partlally compensated uacancy. Ia addltlon, the“:
alignment of the OH- group changes from [111]_ o_'that it is now
oriented" Eowards the vacancy along (100}, R AT
Thirdly, we predict that:'the fully 'compensated :uacancy fis }'
bound * with ’reépétt'“to'U“GF‘* and OHg. These b;ndlng energies. are
listed in Table' l. Their "calculated stability is borne. olt by,
experiment ° ‘since no isolated  OH groups__'have_ been seen.
spectroscopically in MgO. We firnd that the difference bétween _the...
energies of the linear and non-linear fully compensated vacancy is ..
quite swall. This is, in fact, required by Freund's model for H”_f
formation'from'a'VaLﬁﬂ.centre; in‘which a change ‘from the linear to .
non-linear structire occurs. R . C e
‘These: ‘results were - obtained, éé' already '1nd1Cdted "ffdml_
classical {static) 51mulat10ns. ‘To evaluate the energetlcs'_ of the
dissodiation ‘reackion “postiulated by Freund (1), _one ﬁeeds o
perform - -an  explicit o quantum mechanlcal embedded. _cluster,;
calculakion, ~such as was desdflﬁéd earlier. These calculatlons are . .
currently'in progress and wlll be reported in the near future.L_::

SUMMARY AND CONCLUSIONS

In this presentation, we have described how important
questions concerning the behaviour of protons in oxides may be
addressed usitg computer = simulation techniques that have been . .
interfaced with a proper duantum mechanical treatment . of the .
structure in the vicinity of the hydrogen ion. We have elucidated
details of the structural incorporation of OH groups, beth in the
presence and absence of cation vacancies and shown how far these
are consistent wikth the reaction mechanisms proposed by Freund.
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TABLE L. Binding Energies of OH to Cation.Vacancy

A e ol e e e i e e ey ey B R o o e Tt T e e AP R % b o ke o P = N R TR S bl ek el e

Defect Association Energy /eV
ViMg) + OHy ——-=>  [V(Mg).HO] 3.22
[V(Mg).HO] + OHgy —~—=> [OH.V(Mg).HO] 2.86
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FPIGURE 1. (a)} Orientation of OH group in Mg, calculated in
the absence of defects.
(b} Change in orientation of OH group in presence
of cation vacancy.
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