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Editorial.

Our thanks once again go to those participants in CCP5 who
have kindly contributed to this, the thirteenth issue of the
newsletter. J. H. R. Clarke and K. J. Doyle have provided a summary
of the CCP5 workshop on khe computer simulation of interfaces which
tcok place in March this year and .J M. Goodfellow has reported on
the wvisit to Birkbeck College by Dr. M. Mezei of Hunter College,
New York. Both of these events were sponsored by CCP5 (the latter
only partially) and g0 it is appropriate that reports on them
should be produced here.

0f more direct scientific interest we have an intriguing article
on the recurrence time iIn molecular dynamics, provided by M.
Schoen, R Vogelsang and C. Hoheisel. W. Smith and K. Singer have
written a description of the dynamics o¢f spherical gaussian
wavepackets, which is a method which potentially offers a route to
quantum corrected molecular dynamics. For our colleagues with
interests in lattice simulations, 5. €. Parker has written about
vacancy crdering in calcium manganese oxides. o .

In keeping with our Eradition of presenting examples of
computationally efficient techniques, we are pleased to produce the
article by R. F. Fowler on the identification of a droplet in
equilibrium with its vapour. Lastly, our old friend D. M. Heyes has
something to say on the subject of radiation damage by molecular
dynamics.

Many thanks to all for their contributions.
Contributors:

J. H. R. Clarke Department of Chemistry, U.M.I.S.T., Sackville
K. J. Doyle Street, Manchester M60 1GD.

R. F. Fouwler The Physics Laboratory, The Uhiversity of Kent,.
Canterbury.

J.M, Goodfellow Department of Crystallography, Birkbeck Collegé.
Malet Street, London WCl.

D. M. Heyes Department of Chemistry, Royval Holloway College,
Egham, Surrey TW20 0EX

5. C Parker Physical Chemistry Laboratory, Lensfield Road;
Cambridge.

M. Schoen Lehrstuhl fur Theoretische Chemie, Der Ruhr -~
R. Vogelsang Universitat Bochum, Postfach 102148, D-4630Q.
C. Hoheisel Bochum |, West Germany.

K. Singer Department of Chemistry, Royal Holloway College,

Egham, Surrey,TWZ0 OEA.

W. Smith S.E.R.C. Daresbury Laboratory, Daresbury,
Warrington Wad 4aD.



General News.

a) The next CCP53 meeting will be entitled 'Potential Models for
Computer Simulation' and will take place at University College
London from Thursday 20 th. September te Friday Z1 st. September
1984. The theme of the Meeting will be recent developments in both
theoretical and ewmpirical potentials for use in simulation.

Full details of the structure of the meeting, the speakers and
the required registration form are given in the circular included
with this newsletter. '

b) Readers may also be interested to know that CCP3 ‘and CCP6 are’
jointly organising a strongly related meeting entitled 'Potenktials’
for Gas Phase and Surface Scattering Calculatiens', which will be
held at Cambridge after the CCP5 Meeking, from Monday 24 th.
September to Tuesday 25 th. September 1984. o

Full details of Lhis meeting ‘and the required registration
form are given in the gecond circular supplied with this issue of
the Newsletber.

c) CCP5 is sponsoring a visikt to the U. K. by Professor B. J. Berne
(Columbia University) in October 1984 (20 th. to the 27 th.).
Professor Berne is an acknowledged authority in the field of
computer simulation and his visit te the U. K. 1is designed to
encourage developments in some of the newer areas of computer
simulation. Professor Berne is expected to give seminars on the
subjects of "Quantum Mechanical Computer Simulation”, "Computer
Simulation of Rare (Activated) Events" and "Water and Aquecus
Solutions™ as well as partake in more informal discussions over a
wide range. His iktinerary {(subject te final confirmation}) 1is as
follows (local contacts are given in brackets):

Oxford ~ Cctober 21 st. to 22 nd. (Professor J. S. Rowlinson).
Cambridge ~ October 23 d. to 24 th. (Professor a&. D, Buckingham).
London - October 25 th. te 26 th. (Dr. J. M. Goodfellow).

The visit 1is being organised for CCP5 by Professor K. Singer, who
will confirm details at a later date. Information is also likely to
be available at the centres Professor Berne ig to visit. Readers
are welcome to visit one of Lthese venues to have discussions with
Professor Berne. Please make arrangements wikth the appropriate
local contact.

d) In our attempt to rationalise the membership of the CCP5
Steering Committee, we publish again the list of persons, who may
regard themselves as recognised members of the Committee. This
means, among other things, that their advice and opiniens on all



matters related to GCPS are considered to be representative of the
whole project and thus their presence at CCP5 Steering Committee
Meetings is encouraged.

The membership of the Steering Committee is intended to be
representative of the simulacion groups participating in CCP5,
particularly in the U.K.. We would therefore be pleased to hear
from any group net adequately represented. Equally, whoever wishes
to withdraw their membership should let us know.

Please send your comments to Dr. W. Smith, S.E.R.C. 'Dareébury
Laboratory, Daresbury, Warrington WA4 4AD, U.K..

D. Adams (Soukhampton)
M. Allen (Oxford)

A. Bellemans {(Brussels)
H. Berendsen (Groningen)
8.J. Berne (N.Y.)}

K. Binder (Julich)

R. Catlow (U.C.L.)"

J. Clarke {(UMIST)

M. Evans (Wales)

D. Fincham (Q.¥.C.)

J. Finney (Birkbeck)"
M. Gillan (Harwell)
K. Gubbins (N.Y.}

D. Heyes (R.H.C.)

R. Hockney (Reading)

G. Jacuccei (Trento)

B. Jonssen {(Lund)

M. Leslie (Daresbury)
R. Lynden-Bell (Cambridge)
W. Mackrodt (I.C.I.)

I. McDonald (Cambridge)
D. Nicholson (Imperial)
N. Parsonage (Imperial)
5. Pawley (Edinburgh)
J. W. Perram {Odense)
J. Powles (Canterbury)
M. Quirk (N.Y.)

J. Rowlinson {(Qxford}
J. Ryckaert {(Brussels)
K. Singer (R.H.C.)

W. Smith (Daresbury)

D. Tildesley (Southampton)

e) Your editor has been contacted by DPr. A. K. Shukla of the
Department of Chemisktry, University of Delhi, Delhi 1106007, India.
Dr. Shukla is very interested in the CCP3 Project and is keen to
enker into a ceollaboration invelving computer simulation. His
current interests include the thermodynamic and transport
properties of molten salt wmixtures, density and temperature
dependence of transpork properties in supercocled L-J liquids,
thermodynamic properties of ionic clusters and the adsorption of



rare gades on graphite. The computer he has available to him is an
IBM 360 mainframe,

If any of our readers is also interested in the subjech'areas
outlined by Dr. Shukla, perhaps he or she would consider contacting
him?

f) Users of the Rutherford and Appleton Laboratory computing system .
are vreminded once again that magnetic tapes stored without access
for the past five years will be scrapped if not identified to the
tape librarian before 3% st July 1984,

RAL has also announced that due to manpower shorktages they are
experlencing difficulties Iin organising courses for users and have
had to cancel their schedule for the year.

2) The University of London Computing Centre has progressed bevond
the initial phases of implementing the new Amdahl 470V/8 and Cray
ls configuration. Their efforts now seem to be more in the way of
consolidakion than initiation. Perhaps the most significant news
from ULCC is that & new version of the Cray operating system COS
1.12 (and with it a new FORTRAN compiler CFT l.11) was scheduled
for field trials towards the end of May. This seems likely to have
a sgignificant (but not traumatic) effect on users of the Cray ls
and so they are recommended to examine the May issue of the ULCC
newsletter to appraise themselves of the situation.

ULCC has also anncunced the appearance of the user archiving
service promised some time ago. The system uses the MASSTOR MB60
autematic filestore. archive requests are processed every 12 hours;
at noon and midnight, while retrieve requests are dealt with every
ten minutes. Initially, twe copies of the archived dataset will be
saved on the MASSTOR system, bubt eventually one copy will migrate
to conventional tape storage.

h) As reported in the last issue of this newsletter, the University
of Manchester Regional Computer Centre launched the new amdahl
470V/8 and CYBER 2035 service on March 5 th.. The ROSCOE job
submission and editing facility is working well and ig a decided
improvement over the GEQRGE system on the ICL 1906A. Transfer of
datasets between ROSCDE and the MVS operating system on the Amdahl
and the MASSTOR backup is very smooth. There are however still a
few problems ©Eto be ironed out. Loss of ouktput is not unknown and
transfer of datasets between the various wainfrawes has failed on
occassion. However cthe system is graduvally improving and it
promiszes much for the future.

Users should neote that the ICL 19064 is due to be withdrawn by
July 31 st,, which wmweans that all file transfers tc the Amdahl
front - end processor should be completed by all users before then.
Users are also requested to delete unwanted files to reduce the
dump tape requirement of the 19064A.



In addition to the system upgrades reported in our last issue,
the amdahl 470V/7 is to be upgraded ¢to a V/8 on May 2 nd.,
following an assessment of loading on the 470 by Amdahl and UMRCC. -

The CYBER 205 FORTRAN 77 compiler {(FORTRAN 200) has now been

fully documented in the FORTRAN 200 manual, which is available from.
UMRCC.

i} Anyone wishing'to ﬁake_ ﬁse of, the CCP5 Program Library is

invited te do so. Documents and programs are available free of
charge to academic cenkres upon application to Dr. M. Leslie (™) at
Daresbury Laboratory. Listings of programs ave available if

reguired but it is recommended that magnetic tapes (to be gupplied:
by the applicant) be used. Users wishing to send magnetic tapes are
requested to write to Dr. Leslie for information before sending the
tape. (A ilist of programs available follows in the next few pages.)-

We should also 1like to remind our readers that we would
welcome contributions to the Program Library. The Library exists to
provide support for the research efforts of everyone active in
computer simulation and ko this end we are always pleased to extend
the range of software available. If any of ocur readers have any
programs they would like to wmake available, please. would they
contact Dr. Leslie.

* (Full address: 5.E.R.C. Daresbury Laboratery, Daresbury,
Warrington WA4 4AD, U.K.)



List of Programs in the CCP5 Program Library.

MDATOM by S. M. Thompson.

M.D. simulation of atomic fluids. Uses 12/6 TLennard - Jones
potential function and fifth order Gear integration algorithm.
Calculates system average confipuration enerpy, kinetic energy,
virial, mean square force and the associated R.M.5. deviarions and
also system pressure, Ltemperature, constant volume specific heat,
mean square displacement, quantum corrections and radial
distribution function. '

HMDIAT by S, M. Thompson.

M.D. simulation of diatomic molecule fluids. Uses 12/6 Lennard -
Jones site - site potential functions and a fifth order Gear
algorithm for centre -~ of - mass motion. Angular motion is
caleculated by fourth order Gear algorithm with quaternion
orientation parameters. Calculates system average configuration"
energy, Kinetic energy, wvirial, mean square force, mean square
torque and the assgcciated R.M.S5. deviations and also system
pressure, temperature, congtant volume specific heat, mean square
digplacement and quantum corrections. : :

MDLIN by S. M. Thompson.

M.D. simulation of linear molecule fluids. Uses 12/6 Lennard -
Jones site - site potential functions and a fifth order Gear
algorithm for centre - of - mass motion. Angular motion is
calculated by fourth order Gear algorithm with quaternion
orientation parameters. List of calculated properties is the same
ag HMDIAT.

MDLINQ by 5. M. Thompson.

M.D. simulation of linear molecule fluids. Uses 12/6 Lennard -
Jones sikte - site potential funcbtions plus a point electrostatic
quadrupole. Uses a fifth order Gear algorithm for centre - of -
mass motion. Angular motion is calculated by fourth order Gear
algorithm with quaternion orientation parameters. List of
calculated properties is the same as HMDIAT.

MDTETRA by S. M. Thompson.

M.D. simulation of Ltetrahedral molecule Fluids. Uses 12/6 Lennard -
Jones site - site potential functions and a fifth order Gear
algorithm for centre =~ of - mass motion. Angular motion is
calculated by fourth order Gear algorithm with quaternion
orientation parameters. List of calculated properties is the same
as HMDIAT.



MDPOLY by S. M. Thompson.

M.D. simulation of polyatomic molecule fluids. Uses 12/6 Lennard -

Jones site =~ site potential functions and a fifth order Gear
algorithm for centre - of - mass meotion. Angular motion is
calculated by fourth order Gear algorithm with quaternion

orientation parameters. List of calculated properties is the same
as HMDIAT.

ADMIXT by W. Smith.

M.D. simulation of monatomic molecule mixtures. Uses 12/6 Lennard -

Jones atom - atom potential functions and a Verlet leapfrog
algorithm for centre - of ~ mass motion. Calculates system average
configuration energy, kinetic energy and virial and associated
R.M.5. deviations and also pressure, temperabure, mean square

displacements and radial distribution functions.

MDMIXT by W. Smith. -

M.D. simulation of polyatomic molecule mixtures. Uses 12/6 Lennard
- Jones site =~ site potential functions and a Verlet leapfrog
algorithm for centre ~ of - mass motion. aAngular motion is
calculated by the Fincham leapfrog algorithm wusing quaternion
orientation parameters. Calculates system average configuration
energy, kinetic energy and virial and associated R.M.S. deviations
and also pressure and temperature.

MEMULP by W. Smith.

M.D. simulation of polyatomic molecule mixtures. Uses 12/6 Lennard
- Jones site - site potential functions and point electrostatic
multipoles (charge, dipole and quadrupole). Long range

electrostatic effects are calculated wusing the Ewald summatjon

method. Uses a Verlet Jleapirog algorithm for centre - of - mass
motion. Angular wmotion is ecalculated by the Fincham leapirog
algorithm using quaternion orientatjon parameters. Calculates
system average configuration energy, kinetic energy and virial and
assocjated R.M.S5. deviations and also pressure and Ltemperature.

MDMPCL by W. Smith & D. Fincham.

M.D. gimulation ¢f polyatomic melecule mixtures. Uses [2/6 Lennard
- Jones site - site potential functions and fractional charges to
represent electrostatic multipcles. Long range electrostatic
effects are calculated wusing the Ewald summation method. Uses a
Verlet leapfrog algorithm for centre ~ of - mass motion. Angular
motion is calculated by the Fincham leapfrog algorithm using
quaternion erientation parameters. Calculates system aveyage
configuration energy, kinetic energy and wvirial and associated
R.M.5. deviations and also pressure and temperature.



DENCOR by W. Smith.

Calculation of density correlation functions. Processes atomic M.D.
data ko produce the Fourier transform of the particle density, the
intermediate gcattering functions and the dynamic gkructure
factors.

CURDEN by W. Smith.

Calculation of current density correlation functions. Processes .
atomic M.D. data to produce the Fourier transform <f the current
density, the current density correlation functions and their,
temporal Fouriey Eransforms.

HLJ! by D. M. Heyes.

M.D. simulation of atomic fluids- Uses 12/6é Lennard - Jones site -~
site potential function and a Verlet leapfrog algorithm for centre
~ of - mass motion. Calculates system average configuration enexgy
and kinetic energy and associated R.M.S. deviations and also
presgsure, temperature, mean square displacaments and radial’
distribution function.

HLJ2 by D. M. Hevyés.

M.D. simulation of atomic fluids. Useés 12/6 Lennard - Jones site -
site potential function and a Verlet leapfrog algorithm for centre
- of - mass motion. Calculates system average configuration energy
and Winetic energy and associated R.M.S. deviations and also.
pressure, temperature, mean square displacements, radial
distribution function and velocity autecorrelation functien.

HLJ3 by D. M. Hevyes.

M.D. simulation of atomic fluids. Uses 12/6 Lennard - Jones site -~
site potential function and a Verlet leapfrog algorithm for centre
- of - mass motion. The link = cell method is emploved to enable
large simulations. Calculates system average configuration energy
and kinetic energy and associated R.M.S. deviations and also
pressure, temperature, mean square displacements and radial
distribution function.

HLJ4 by D. M. Heyes.

M.D. simulation of atomic fluids. lUses 12/6 Lennard - Jones site -
site potential function and a Verlet leapfrog algorithm for centre
- of - mass motion. The algorithm allows either the temperature ov
the pressure to be constrained. Calculates sysktem average
configuration energy and kinetic energy and associated R.M.S.
deviakions and also pressure, temperature, mean square



displacements and radial distributien function.

HLJ5 by D. M. Heves.

M.D. simulation of.étoﬁié fluids; Uses 12/6 Lennard - Jones site -
site shifted potential function and a Verlet leapfrog algorithm for

centre - of - mass motion. This method removes the discontinuities
at the potential cutoff radius. Calculates system average
configuration energy and kinetic energy and associated R.M.S.
deviations and also pressure, temperature, mean square

displacements and radial distribution function.

HLJé by D. M. Heyes.

M.D. simulation of atomic fluids. Uses 12/6 Lennard — Jones site. - .
site shifted potential function and the Toxvaerd algorithm for
centre ~ of - mass motion. This algorithm is more accurate than the
Verlet algorithm. <Calculates system average configuration energy-
and kinetic¢ energy and associated R.M.S5. deviations " and also
pressure, temperature, mean square displacements and radial
disktribution function.

MCRPM by D. M. Heyes.

M.C. gimulation of 'eleétroiytes.' Monte Carlo program using
restricted primitive model of an electrolyte, The potential is
regarded as infinite for v d and Coulombic for r d. The
properkties calculated are the average configuration energy and fts
R.M.S5. deviation, the pair radial distribution function and the
melting factor. '

SURF by D. M. Hevyes.

M.D. simulation of model alkalai halide lamina. Molecular dynamics
simulaticn for ionic laminae using the Tosi~Fumi /.
Born—-Mayer-Hugpins potential and the Evjen method for evaluating
the lattice sums. The integration algorithm wused ig the Verlet
methed, The program calculates the gystem peotential and kinetic
energies, the pressure and the final averageas and R.M.3.
fluctuations. The program also calculates densikty profiles such as
number densiky, temperature, energy and pressure.

HSTOCH by W. F. van Gunsteren & D. M. Heyes.
S5.D. or M.D. simylation of molecules in vacuo or in a rectangular

cell with solvent or lattice atoms <{i.e. Langevin or Brownian
dynamics of large molecules).

MDATOM by D. Fincham.



M.D. simulation of atomic fluids. Uses 12/6 Lennard - Jones
potential function and Verlet leapfrog integratien algorithm.

Calculates system average configuration energy, kinetic energy,.
virial and the associated R.M.S. deviations and also system
pressure, temperature, mean square displacement and radial

distribution function.

MDDIAT by D, Fincham.

M.D. simulation of diatomic molecule fluids. Uses 12/6 Lennard —t'
Jones site - site potential functions and the Verlet leapfrog
algorithm for centre - of - mass wmotion. Angular motion is 1is
calculated using the constraint algorithm. Calculates system
average configuration energy, kinetic energy, virial and the
associated R.M.S. deviations and also system pressure, temperature
and wmean sguare displacement.

MODIATQ by D. Fincham.

M.D. simulation of diatomic fluids. Uses 12/6 Lénnard — Jones site
- site potential functions and a peoint quadrupole electrostatic
term. Employs the Verlet leapfrog algorithm for centre - of - mass
motion. Angular motion 1is calculated using the constraint
algorithm. Calculates system average configuration energy, kinetic
energy, virial and the associated R.M,5. deviations and also system
pressure, temperature and mean square displacement.

MDIONS by D. Fincham & N. Anastasiou.

M.D. simulation of electrolytes. Uses exp/6/8 potential function
and the Coulomb electrostatic potential. Long range interactions
are calculated using the Ewald summation wethod. Uses the Verlet
leapfrog algorithm for parkticle motioen. Calculates system averagé
configuration energy, kinetic energy, virial and the associated
R.M.5. deviations and alsc system pressure, temperature, radial
distribution functiens, static structure factors and mean square
displacements.

MDMANY by D. Fincham & W. Swith.

M.D. simulation of polyatomic molecules. Uses 12/6 Lennard - Jones
gite - site potential functions and fractional charges to represent
electrostatic multipoles. Long vrange electrostatic effecks are
calculated using the Ewald summation method. Uses a Verlet leapfrog
algorithm for centre - of - mass motion. Aangular motien is
calculated by the Fincham leapfrog algorithm wusing gquaternion
orientation parameters. Calculates system average configuration
energy, kinetic energy and virial and associated R.M.S5. deviations
and also pressure and temperature. FORTRAN 77 standard program.

10



CARLOS by B. Jounssen & S. Romano.

M.C. simulation of a polyatomic solute molecule in an aqueocus
cluster. {i.e. a melecule surrounded by water molecules). The water
~ water potential is calculated using an analytical fit to an ab
initio potential energy surface due to Matsuoka et al. The
solute-solvent potential is optional. The program provides an
energy and coordinate ‘history' of the M.C. simulation. An analysis
program CARLAN for processing the data produced by CARLOS is alse
availabla. -

MCN by N. Corbin.

M.C. simulation of atomic fluids. Standard {(Metropolis) Monte Carlo
program for atomic fluids,

SCN by N. Corbin.

M.C. simulation of atomic fluids. Standard (Rossky,Friedman and
Doll) Monte Carle program for atomic [luids.

SMF by N. Corbin.

M.C. simulation of atomic fluids. Standard {(path integral metheod)
Monte Carlo program for atomic fluids.

i1l



Report of CCP5 Workshop

on

COMPUTER SIMULATION OF INTERFACES

Manchester March 29-3u 1984

by
J.H.R.Clarke and K.J.Dovyle,

This was our first attempt at a new venture -+~ workshops
involving 15-28 perscns, at which they would ke encouraged to
talk in detall about what they do rather +than about their pet
results. By most accounts the 'round table' format of the
meeting was a success. It is worth suggesting te organisers of
future workshops, however, that they strictly 1limit the number of
talks and give more time for guided discussion.

The ¢bject of this workshop was to survey the various
aspects of interfacial phenomena currently under investigation by
various simulation groups within the U.K., to identify problems
and provide a Ppkasis for increased collaboration within the
framework of CCP5, Four main areas were chosen for discussion:
crystal surfaces, liguid - vapour interfaces, adsorpved layers on
solids and various aspects of the solid-liquid interface. A
catholic selecticn indeed | DBoth static lattice (SL) and finite

temperature {(molecular dynamics , MD, ancd rlonte Carlo, HMC)

12



simulations were consideread,

The first session was concerned with- crystal surfaces and
defect (internal interface) calculations. The essential features
of 5L simulations were introduced by Dr. Jackson, who emphasised
the high precision and speed of the calculations whilst noting
their limitations. For instance it is not pessible to calculate
free energies and explicit dynamical effects cannot be studied.
The basic difference in the 5L and MD approaches wmignt Dbe of
significant consequence for the calculation of certailn
interfacial properties. As a case 1n polnt 1t was pointed out
that dynamic simulations of alkali halide «crystals L[1] had
revealed significant surface reconstructicon and large mean
squared vibrational amplitudes of surface ions compared to the
bulk. It was concluded that a close comparison of the 1two
techniques for some selected systems would be valuable. An
appropriate case might Dbe studies o¢f surface segregation of
impurity ions (RBa2+, Sr2+4, Ca2+) at the surfaces of a cubic MgO
crystal for which accurate SL calculations already exist
(Mackrodt) using relatively simple potentials.

There was some discussion of the potentials wused 1in ionic
crystal simulations. The computationally faster SL calculations
are of particular value since they can Dbe used with highly
realistic but often mathematically complex potentials. The
general preference for using an exponential rather then power law

repulsive component was emphasised. Although the Ewald summation



is usually used to calculate long range coulombic interactions
(with a reciprocal space term appropriate to two-dimensional
translational symmetry) it was pointed out (Heyes) that other
fast converging methods have recently been developed which might
be useful in SL calculations.

The relative advantages of using rigid ion and shell model
potenctials wwere discussed. Although 1t was suggested that
polarisation effects could be important at the surface, current
evidence (Mackrodt, Tasker) suggested that the effective
potential experienced by ions at a crystal surface was 1n fact
very similar to that 1in the bulk. The importance of new atom
scattering experiments (e.g. those at Gottingen} - for obtaining
information on real surface interaction potentials Was
emphasised.

Dr. Tasker ocutlined SL calculations of grain Dboundaries
{(internal surfaces) in NiO, with the object of predicting local
structures which might be pathways for the enhanced diffusion
that is known to occur in this material [2]. Comparison with MD

studies of such systems would be very wvaluable.

The second session was concerned with liguid~vapour
simulations. Prof. Powles introduced MD simulations of droplets
as a means of studying the Lennard=Jones (LJ)} liguid 1in
egquilibriun with its vapour [3]. Several methods of dealing with

boundary conditions have been adopted. Powles used normal cyclic

14



boundaries but others have used systems {vapour + liguid)
confined by a rigid cage. Although there are some fundamental
okbjections to the latter method, both appear +to give guite
similar results. The necessity for long periods of equlibration
(c.50 WYY time steps in D) was emphasised. The problem o©of
computiné the surface tension was discussed at some length.
Powles prcoposes a method utilising data from liquid droplet
simulations and the Kelvin egquation. The major uncertainty in
this method, however, 1is determination of the droplet radius.
Regently simulations have also been attempted for droplets
composed ©of particles interacting through a Stockmayer potential.
The point dipoles were kept deliberately small in wmagnitude so
that long range interactions in a periodic system could be
ignored. The interest here is in the profile of the dieleciric

constant across the interface.

The MD and ¥MC ;imulatlon ©of hard and soft sphere crystal-
ligquid interfaces was discussed by Dr. Bushnell-Wye [4] and ,
once again, the necessity to allow for the very slugygish
equilibration in such systems was emphasised. One important
problem encountered here was the choice of starting confiliguration
wiich had a very strong influence on the time development of
interfacial structure. The system size also influences

equilibration which turned out to be more efficient for the (less

15



constained) larger (N > 490U¢) systems.

Spatial uniformity of the chemlcal potential as a criterion
for equilibrium was discussed by Dr. Van Swol during a talk in
which he outlined a very comprehensive MD study [£5] of the hard
sphere fluid constrained by hard walls. The chemical potential
across the sample was calculated using the test particle method
based on the potential distribution theorem. For mechanical
egquilibrium both the chemical potential and the normal pressure
should be spatially uniform. LExamples were discussed.

Dr., Parsonage outlined the cougling parameter method of
obtaining free energies, which are often more interesting for
adsorption systems than for uniform systems. In this method
values are computed relative to a reference state by
progressively 'turning on ' the potential. The free energy
difference is calculated by integraticon of the mean internal
energy over the coupling parameter. If the reference is a thard
sphere system care 1s necessary in the choice of cut-off in order

to avoid poor initial statistics.

Three currently central problems 1in the simulation Of
adsorbed molecular meoncolayers of nitrogen on graphite were
presented by Drs. Tildesley, Joshi and Talbot [6] :

(1) The extent to which the existence of periodic boundaries

promotes the formation of domains,

16



{2) The nature of orientaticonal disordering within domains
and between domains,

(3) The best choice of order parameter to characterise such
processes.

The rotational transgition around 27 K has been studied using
a lattlice model of 19¢d spins and (N,V,T) HC. One of the
difficulties 1s that UDelow the transition the system tends to
lock in one of six degenerate ground states of the ordered
herringbone structure as a result of the periodic boundaries. At
higher temperatures the system breaks up into domains. The value
of any single particle orientational order parameter 1is 1is
affected both py molecules within a domain and by the relative
orientation {which 1s continually changing) petween donains,
Care has to be taken toc avold nisleading results. Above the
transition where short range ordering 1s maintained the order
parameter oscillates in value slowly about zero so that very long
runs (in excess of 157 configurations) must be used. I+ was

concluded that the transition is first order in the presence of

'weak' boundaries f(e.qg. an infinite strip with 2y layer
periodicity}
Suitable palr order parameters are difficult to devisge. At

short range molecules 1in successive neighbour shells occupy
different orientations and the effects will tend to cancel. At
long range the existence of grain boundaries between domains can

seriously affect the value ©f a pair order parameter.
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Dr. Joshi concentrated attention on the relative spatial
ordering of N2 molecules and their ordering with respect to the
underlying graphite lattice at temperatures above the transition
between 35 K and 45 K, as studied by #¥D. A gradual loss of
solid-~like structure with increasing temperature wWas
characterised but the equilibration was found to be very slow and
very long simulations will be necessary before conclusive results
are opbtalined.

Pr. Talbot also discussed the determination of the
3—-dimensicnal order of N2 adsorbed on graphite. MD simulations
showed that even at high temperatures in the fluid phase (775 L)
the molecules tend to lie essentially parallel to. the surface and
over tne centre o©of the hexagons of ¢ atoms. Crientational
structure was examined in this case using the spherical harmonic
expansion of the pair correlation function,

Dr. ©Nicholsen pointed out that simulations using the grand
ensemnble MC method can be used to distinguish stable from
metastable phases and is particularly_ suitable for adsorption
systems. Work on the monolayer phases of Ar and Kr on graphite
using effective potentials has shown that well characterised
adsorbate phases are not stable in the expected regicns of the
phase diagram. The introduction of a substrate-medirated 3-body
potential does not rectify this situation for Kr. it was
suggested that substantially higher barrier heights between sites

might bring experiment and simulaticn 1ntoe better agreenment.
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Some of the factors affecting the barrier heights were discussed,
in particular the importance of the repulsive part of the
potential. The possibilities of obtaining improved understanding
here using ab initio methods were discussed. Several points were
raised about the Iimportance o©of 3-body contributions for
example it might ©be necessary to take account of guadrupole and

of 4th order terms.

In the final session Dr. .Heyés éompared a ﬁumber of methods
for producing shear flow in ligquids by ®D, in particular the
homegenecus shear method and another simple modification which
introduces wall effects by the inclusion of reflection boundaries
at the top and bottom of the basic cell. At low shear rates both
methods yielded essentially the same viscosities despite large
differences in the fluid structures. At  large shear rates
differences in the viscosities calculated using the itwo methods
became evident and the homogeneous shear sinulations exhibited a
strong M-dependence. Much more systematic work on methodology in
this area was required.

Lastly { and unfortunately under undeserved pressure from
the clock} Dr. Whittle briefly discussed some recent
developments in the MD simulation of sputtering events at solid
surfaces.

Thanks are extended to all the contributers whoe helped
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towards the compilaticn of this report.
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Computer Simulation of Agueous Systems

A report on the visit of Dr, Mihail Mezeil (Hunter College, New York)

to Birkbeck College, London, *

by Julia M. Goodfellow
Liquid & Disordered Systems Laboratory
Department of Cryststallograpny,

Birkbeck College, University of Londen,
Malet 3Street, London WC1E THX,

Introduction

Dr. Mihail Mezeil visited the liquid group within the Department of
Crystallography at Birkbeck College for one week at the beginning of March
1984, He has worked in Professor D, Beveridge's group for several years and
nas taken an acbive part in most projects on computer simulation of liquid
water and aquecus solutions in which his laboratory specializes, 4s well as
giving a seminar entitled 'Computer Simulation of Aqueous Soluticns', we had
several in-depth discussions on the following toplas:

(i} Water models.
(ii) Free energy calculations.

(iii) Crystal hydrates,

Models for Water

The work of both laboratories depends eritically on the potential
energy functions we choose to model water molecule interactions. Dr. Mezel
has used the MCY/CI model of Clementi and coworkers'® whereas we have used
the PE (polarisable electropole) model of Barnes et al? in one of its
several forms. Dr. Mezei's seminar started with a summary of properties
of water models MCY, ST2, 3PC, TIPS2, TIPSY and QPEN (see the review by
Beveridge et al?). He also described a simulation of liquid water using the
new CH1" potential of Clementi and Habitz. WUnfortunately, the results of
this simulation showed that while the pressure is far toc high, the mean
potential energy is much tco low, This implies that it will be difficult to
modify this potential (i.e. with addition of 3-body correction) to give both

better pressure and potential energy. We also discussed the work over the

* Partly sponsored by CCPS.
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last two years to modify the PE medel. To give better fits to (a) dimer
surfaces, (b) second virial coefficients, {c¢) liquid phase r.d.f. and (d)
properties of ices. The modifications we have usad inlcude
(1) increasing the electropole terms to include dipole~octupole
interactions and quadrupole-octupole; o
(i1) modification of repulsive core from inverse 12th power to '/R7+3;
(1il) introduction of hydrogen---hydrogen repulsion;
(iv) Switching off polarisation energy.
As none of the models for water are completely satisfactory, both
groupa fellt that it is important to compare results by use of more than one

model,

Free energy Calculations

[SERC Grant Supported.).
(P. Barnes, J.L. Finney, J.M, Goodfellow and F. Sussman )

We have been attempbing to calculate free energy differences for water
in restricted environments. The ultimate aim is to calculate the free energy
difference of water in an enzyme active site compared with that in bulk
water., This restricted water has to be removed and replaced by a substrate
molecule during enzyme catalysis, Qur abitempts to find a method of getting
FE differences included use of the ratic overlap method® and umbrella :
sampling methods®. In order to check both these methods and the potential
functions which were used, a control calculation was undertaken of the
free energy difference for water at 55°C compared with 20°C and at 9Q°C"
compared with 55°., Both these differences could then be compared with =
experimental values?, The temperature ranges were chosen to give adequate
overlap of the potential energy distributions. Several models for water
were used including 5T2, TIPS2 and PE.

Dr. Mezei is an ardent supporter of the method of thermodynamic
integration (TI) for calculation of free energles?. The main reason for our
not using this method is the number of state points which are required in '
order Lo get accurate integration. However, Dr. Mezel pointed out that with
a small number of particles (~ & 64) (fthere is no evidence for any strong
dependence on a large number of particles) and the fact that the potential -

energy is one of the first properties Lo converge, runs of only 300K would



be required for convergence within 2%. Thus one could afford to run the
three simulations needed for the TI methed, | .
Further discussions followed on our initial results to obtain the free
energy differences in restricted envirconments. So far, we have only model
environments such as spheres and ellipses without periocdic boundary
conditions. We have then introduced dipoles which model the electrostatic

field of a-nelices which are found in saome proteins,

Crystal Hydrates

(SERC Grant. Supported.) : - S S .
Because of the problems of compufer simulaticn in large neterogenecus

systems of biological interest!?®, we started to simulate systems for which
we have experimental data i.s. c¢rystal hydrates., 1t is essential te choose
crystal hydrates in which all the s¢0lvent molecules are well-deflined _ -
crystallographically for which high resolution X-ray data (and if possible
neutron data as well) is required. This precludes most, if not all, protein
erystals and leaves ug with small amino acid!! and nucleic acid!® hydrates
and a few medium zized systems much as vitamin B12 coenzyme?® and
dCpG-proflavin, o

Both laboratories decided fo study the dCpG proflavin hydrate
initially, This structure was solved by H. Berman (Philadelphia) and 3.
Neidle (Kings College, London) with whom we have been collaborating. The
solvent atructure in this crystal has only slight static disorder and it is
therefore relatively easy to compare the experimental with Che simulated
hydrogen bonded solvent networka, One simulation was undertaken using the .
MYC/CI potentials (at Hunter College) and another with PE potential (at
Birkbeck Cecllege)., OQur initlal results showed several regions of
discrepancy between prediction and experiment'®.

Dr. Mezei has concentrated on the preoblem of optimizing the assignment
of pradicted solvent pogitions (which may change as the simulation
progresses) to the experimentally determined solvent molecule positions. I.
have cnosen to lcok at the problems of comparison of hydrogen bonded solvent
networks whether they are beltween experiment and prediction or between
predictions using different potentials. As we are interested in the total
environment (including other solvent meolecules and polar and apolar atoms

from the macromolecules) of each solvent molecule, parameters (known as
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agreement factor®:!%,15) have been devised in order to measure differences
between such environments., We also discussed the most recent sbudies (at

Birkbeck College) on the more disordered solvent networksts,

Solution Studies

Dr. Mezei has or is about to.pubiish a numbeh of pépers on aduedus
solutions which are lisbed belew. Further publications from Dr. Beveridge's
laboratory are included in the 'references' section.

(1) "Monte Carlo Computer Simulaticn Study of the Hydrophobic Effect™ by
Ravishankesr, Mezei and Beveridge, Faraday Symposium, Chem.3¢c,

79-91, 1982,

(2) "Solvent-Separated Hydrophobice Interaction" by Beveridge et al in
Structure and Dynamics: Nucleic Acids and Proteins, Ed, Clementi and
Sarma, Adenine Press, 1983.

(3} "Aqueous Hydration of Bénzene"; Ravighanker et al, JACS in press 1984,

(u) "4 pattern recogniton approach to the analysis of general features
of solution™ by Marchese et al, JACS in press 198&.

(5) "A Monte Carlo Study of aqueocus hydration of formamide at 25°C" by
Marchese =t al, J.Phys.Chem. Submitted,

(6) "A Monte Carlo Computer Simulation Study of aqueous hydration of the
glycine zwitterion at 26°C" py Mezel et al, J.Mol.Structurs and

Dynamics. Submitted.
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THE _RECURRENCE TIME IN MOLECULAR BDYNAMICS ENSEMBLES.

M. Schoen, R. Vogelsang, C. Hoheisel

Introduction

Most of the computer simulations on fluids use. periedic boundavy-
conditions te cope with the problems arising [rom the extreme
smallness of the model systems (l). Yevertheless, all the
quantities obtained by these simulations are limited through the
actual number of particles and the size of the simulation box.

For the method of molecular dynamics (MDD}, this  means - in
particular, that the time dependent phenomena can reliably be
calculated only up to the recurrence :ime’trgc.of the model system:
given by the quotient of the box length L and the velocity of sound:

Vsn

ft’rec:L/-V;

The various dynamic correlation functions f{t) which one 1is: often
interested in are ctherefore determinable directly only up to the
value f('t}ac). For values larger than £{U,.ge) one has inevitably to
expect perturbations of f(t) owing to spurious correlations due to
sound waves cressing the simulation box manifoldly (2. This is
reasonable and can be read in text books and review articles {3,4).
On the other hand, te our knowledge there 1s no published
manifestation of these spurious effects, which possibly cccur if
one kries to pursue dynamic corvelations much longer than the
recurrence time of the system.

Perturbed mean square displacement of particles in a model mixture,

Clearly, idin liquid - like systems, many of the dynamic correlation
functions mentioned above decay very fast, and 1in MD runs with
common accuracy bthere is no chance of observing such perturbations
of the functions for times longer than Lpzc - However, the mean
square displacement {(MSD) of particlaes and velated functions grow
continuously in liquids and thus can provide distinet information
about the long -~ time behaviour of the system.

During ocur studies on binary mixture sysktems we actually observed.
only one single case for which the MSD of beth of the components
was appreciably disturbed after the recurrence time. at first Lhis
interesting run was overlooked, as for this simulation we failed to
supply the program with the rvegular input parameters and the



program was interupted after the calculation of the MSD.: We later
noticerd Ethis remarkable behaviour of the two MSDs shown in Figure
l. The complete technical details of this run, the potentials used
and the thermodynamic conditions are gathered Logether in Table 1.
From the Figure | it is evident that the linear behaviour of both
of the MSDs is disturbed bheyond a time of 3.00x107™% 5. Considering
this time as the actual recurrence time of the mixture systam one

easily finds a velocity of sound of 810 m/s, which is in good
agreement with sound velocities in real liquids (5,6). .

Subsequently we have attempted to reproduce this run' with several
vary different sktart configurations {(the original start
configuration was lost) without any success: the MSD displayed a
linear behaviour 1in every case, even if the function was computed
for times larger than twice the recurrence time.

Compubation of the -mean  square displacements  for svstems of

different box lengths.

Te study the effect of the recurrence time on the behaviour of the
MSD in detail we performed the following two sorts of calculations
{(see Table |):

(i} determination of the MSD f{for various times equal to and
larger chan the estimatedq:rGC for a small 236 particle system

(ii) determination of the MSD for wvaricus times equal o to and’
smaller than the estimated T for a large 2048 particle system.

The results obtained by these pilot simulations are presented in’
the Figures 2 and 3 for identical thermodynamis conditions:
T= 111.3% %; £ = 1.86 g/ml, and for both kinds of particles. The
diffarent lengths of the MS0 are indicated in the Figures by
vertical discontinuous lines. ¥From these ploks it seems to be
evident that neither an appreciable shortening nor a strong

lengthening of the MSD with respect to the recurrence time of the =

system leads te an altered behaviour of that function. Even for the
case where these correlation functions have been pursued up ko
larger times than 2T, ge , no pervturbaticons can be obsavrved: Figuve
2. The indistinguishability of the curves guarantees nearly equal’
values for the self diffusion cogfficients obtained from the slopes
of the linear parts of the MSDl. For comparison we list these values
in Table 2. Although these values agree [fairly well within the
estimated error bars of 3 percent, a systematic trend in the
coefficients is visible. Regarding the self diffusion coefficients
(3DC) of the 2048 particle system dekermined by the longest MSD as
the 'best' wvalues, the SDC determined from functions out of the
range of the permitted recurrence time interval lie below these
values. In contrast, the 5DC generated by the MSO functions ranging
well in the interval of Trece agree exaclly with the 'bast’



coefficients. This holds for the 236 particle systam as well as for
the 2048 particle system: see Table 2. However, akttempting to
obtain the SDC values from the linear branch of the perturbed MSD
displayed in Figure 1, much larger values are discovered, which lie
l6 percent above the 'best' values. '

Discussion _and conclusions

The present caleculations indicate unambiguocusly that the time
dependent correlation functions generated by MD simulations are
influenced by periodic boundary conditions when computed tor times
appreciably larger than the recurrence time. However, normally che
behaviour of these dynamic correlation functiocns is not drastically
changed, so that quantities for the model liquid calculated from
these correlation funcktions do not deviate lavgely from the 'true'
onag. In those cases, for which remarkahle structure changes of the
computed correlation functieons are observed for Limes lavger than

ﬂjﬁmﬂ it is not possible to use the unperturbed part of these

functions for the determination of any quantity of the model
system, as we have shown for the example of the MSD.

We have at present no plausible explanation for the fact that in
most cases ignoring Lhe recurrence time limits does not lead to
strange effacts in the dynamic correlation functions comparable to
those shown in Figure 1. Presumably such effects are predominantly
te be expected when the averaging procedure is Insufficient, say,
the time origins exploited for the means are highly correlated. The
perturbed MSDs displayed in Figure | are actually obtained by
averaging over time origins which differed by only 1.0x1n™ s,
whereas most of the test computationg later perrformed involved time
origins separated by more than 3.0x10™" 5. Nonetheless, extra
simulations with an extremely small time origin distance revealed
no other resullbs than shown in Fipure 2.

To ensure, however, that expleoiting the observed disturbances of .
the MSD for a determination of the velocity of sound is a
reasconable method, we additiconally computed the dynamic structures
factor of that system. The adiabatic velocity of sound is in
principle accessible from the BArillouin peaks of the dynamic
structure factor S{k,e ) in the hydrodynamic case (7).

As molecular dynamics ¢alceulations are again limited to mot too
small values of k and to rimes shorter than Tpsge, the hydrodynamic
case «can only approximately be reached. aAs we are here only
interested in the frequency distance between the first side peak
and the main peak of S(k,w ), it is sufficient to detevmine this
function up to the side peak.

We show the results of our simulation far a 2048 particle system
and two % ~ wvalues in Figure 4. Plotted is the total dynamic



structure factor g(k,gJ), which does not distinguish between the
different kinds of particles in the mixture.

The velocity of sound estimated by the Ltime positica of the
Arillouin peak amount to 801 m/s for k = 0.46650-" and to 751 m/s
for k = 0,9330 o', These numbers agree sufficiently well with the
value given above,

acknowledgement .

41l the calculations have been performed on the Cyber 205 vector
machine of the Rechenzentrum dev Buhr - Universitit Bochum.
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Table 1

Technical details of the simulations of the mixture:

A. Lennard-~Jones potential parameters

interaction type ex”V/x 3/8
1-1 94.297 3.581
12 141.445 "
2-2 212.167 rr

B. Thermodynamic state

T/X 111.5

p/bar 100
§/g cm—3 1.860 (m1=m2=61.875 a.u.)
1 x o.500

C. Mclecular dynamics

run showing perturbed MSD test runs

number of particles 256 256 2048

box length 6.734 ¢ 6.734¢ ;4134688

time step 1x10~ Vs 1x10-14g

number of steps

X AR 2200 -

in equilibrium 20(01020%0000for S (R,

cut-off radius 2.5¢6 2.5¢

start configuration liguid random,liquid,
fcc~lattice
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D. Averaging process for the mean-sguare displacement (MSD)}

N perturbed MSD test MSD
number of time
origins 60 &0
minimal distance ~13 -13 -13
between time origins 1x10 s Tx10 s — 15x10 S
total time ~14 -14 -4
for the MSD 480x10 S 240 x10 5 = 1000x10 5
E. Recurrence times
particle number assuming using the Vv.-value _
v.=1000 ms™" from this wlrks 810 ms
256 2.42x10" ' ?s 3.00x10™ 25
2048 4.84x10" %5 ~125

3z

6.00%x10



Table 2

Self diffusion coefficients (SDC): .

N=256  |from perturbed MSD | from test MSD N
at ™ =ag0 Ab=300 A£=640  at=1000
D, /10 Pen?s™] 2.48 2.17 2.04  1.98
Dz/*m‘:‘cmzs"T 5.08 1.75 1.61 1.55
N=2048 from test MSD
at= 180  at= 280 at= 480
D /10“%mgs“1 2.24 2.17 2.13%%)
1 -5 2 =1 *%)
Dz/io cm g 1.88 1.82 1.81

e

*) total time interval for the computation of the 1‘-18[)::'.\.*:./10_1

* %
) 'best' value
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Fiqure 1

Mean square displacement (MSD).of particles of a
Lorentz-Berthelot model mixture. Upper curve: component
1, lower curve: component 2. The vertical line gives

the time where the perturbation of the curves becomes

visibkle.
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FIG. 3 As in FIG. 2, but for a 2048 particle system. The vertical
lines indicate the lengths of the MSD.



Figure 4
DYNAMIC STRUCTURE FACTOR S (K, OMEGR)

250 F x

200

x k= 0.46650

[ PN -1
150 ‘ k= 0.93300
100 -
X%
X
b4
X
>
50
0 0.5 f E > > 5 -

OMEGA *10%x17 Sxx-1

FIG. 4 Total dynamlc structure fachor for the mixture system at k=0. 4665 o '
& k=0.9330 o' determined for 2048 particles.
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THE DYNAMICS OF SPHERICAL GalUsSSTaN WAVEPACKETS.

W. Smith & ¥, Bingar.

The study of the dynamlcs oF gaussian wavepackaLs represenis
an attempt to introduce some of the quantum effects absen

convantional wolecular dynamics simulation throwgh a semicla:
model. The use of gaussian wavepackets 15 iIntuitively appealin

they provide a model which is very similar Lo classical paviisies

in many raespects bub allow some insight into quantiss 20facls (a-

feature exploited in many introductory texis on gquanium mechanics),

In addition, the gaussian wavelorm is
™

table a gliven wavepackeb

s
eading, i1f the iscal porential
experienced by the gaussian 1s of second or lower ovder in  tha

will vremain gaussran, withoult $p
spatial coordinates. Lastly, the gaussiansg have the computational’
advantage that they lead te integrals which in many cases  are
easily evaluated in a <closed form. In common with othey wava
functions they cannot, of course, be integrated over singularities
"N {n>2), but this difficulty can be overcome (see below).

The methods that we have employed are based on the work of E.
J. Heiler (i), who investigated the use of gaussian wavepackes as
A means of solving the time dependent Schroadinger squation  in
scattering preoblems. The methods were adapted by N. Corbin and K.
Singer (2) for use in semiclas
bedy  systems. It is one of thesa meihous

L RN

sical molecular dynemics of  wmany -

WiiL odescribe

hare, thouph restrictaed to the oage ol spherical gaussian
wavepackets, Thiz, we helieve, offers advantages of simplicity and
; ;
LN

speed over the mores cemplicated general pgaussian :
apparent disadvantage. JIn the spivit of the COP3 Newsletter, we
Wwill not discuss resulls at lengthy these will appear alsawheros.
[nstead w

detail.,

/e will describe  the [oundation and methodelogy ion seome

The functiconal fovm of & gaussian wavepacket s gilven by

[ T
™
Lo
o~
o’
i

3 a4

expliX (Alg-R0+RG +D)] P

witere A 2

and ;
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The

I

is a complex sitala¥ parameter detarmining the width of
the paussian.

is a complex scalay parameter determining the phase and
novrmalisation of the wavepacket. The normalisation of
the wavepackat requires that:

2>

T exp G0 -8/ GR (A -2t N =1

is a veal vector lecating the centve of the wavepackeal,
he centre of -

ig a real vector giving tha momentum of th -
the wavepacket, which is to be regarded as the classical
part of the momentum. (We will assume subsequenfly that
the classical relationship:

holds for the motion of the centre of the wa#epacket){
i

i3
general waveTunction for a swvstem of N particies we agsume

to be a Hartree product of one - parvticle gaussians:

\*J(Eb)

which implies the neglect of (anti -) symmetrisation reauired in a

~

Pﬂ,t)'—"n_- dcf.-i.lt)

U o Az

FiS
E&
A\

a

tully quantum mechanical treatment.

The

product  {unction <4» appears to negleclt inter - paviticle

correlations: there is no explicit  dependence on coordinate

I

differences € -4 - Since however, the wave funation is time

—

dependent, both posizion and size of a wavepackeb respond to the

instantaneous poCeanktial

field produced by the surcvounding
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particles, Corrvelation eifecis are therefore at least pavtly taken
into account.
Our aim is to solve, as accurately as possible, the time

dependent Schroedinger equation:

Fan
(w1}
‘u‘

ﬂ“i“=x:ﬁé_“ti
ot

~ w jkl Y 1 ~
where ! H = Z T — v: 4+ by E u-_;g
3z - L

%

ﬁ?_ ' . . . '
& - Yz is the single particle kinetic energy operatov.
am TJ .

& LLJQ is the inter - particle pair potehtial corresponding
to pairwise additive central foraes.

There are two methods available for scolving the time dependent
Schroedingery equation approximately. Both ars due U 1
consequently, are known to us as the HELLER I and HELLER II
mathods. We do not propose to discuss the HELLER [ method here,

except to sayv that it usses a locally quadratic approximation teo Lthe

@r ATl

potential field acting on each gaussian. The 3chrosdinger aquation
can then be written as a set of linear sgquations in the time
derivatives of the paramesters of the one - particie wavelunotions.
The method works well only when the potential is havrmonic ovr nearly

so, i.e. for crvstals near T = 1 X. It appears Lo fail at higher
tempevatuves (7).

The HELLER IT method is based upon a variation principle due
oviginally Lo Divac, Frenkel and Metacnlan (3)  (zne DEM

principie’)., This principle minimises the 'mean squarzsd' differenuce
betwesn the left and vright hand sides of the time dapendsnt
Sehrowdingey equation <33 and is expressed in the form:

T (¥ 6) = [(AY-ixe)(Rv-ike) dv

- (A NT1T YT NLY
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where 6: aLF/at

The integral is clearly zero when the Schroedinger equation <3> is

exactly satisfied, but when this is only approximatsly so, the
integral is quadratic in in . the error in 6 \ 66 « Thus if wa
minimise the integral <6> with respect to 8 e wili optimise the
solution of the Schroedinger equation {for anv given trial

wavelfunction.

IT the &trial wavefunction is a Hartvree product of N gaussian
wavepackets, each of which is defined by a set ol time dependent
R R _1-‘"

parameters XJM . Where A_“..\ s one of A D-\’“Q".}"‘J ,‘J,AJ"“\J s

the DM principle may be expressad as:
* | L | |
....CIL (HJ G- A B Q%J) = O RS
O Nym | ot - |

where: th(L) € { s Pl p¥ RJ-‘ R"?,Rz-}

I. )a.
JJ’J’J'J’J 2

The operator H__‘ appearing in eqguations <7> 1is the one -
particie Hamiltenian operator defined by <82> in which, as a
consequence of using the Hartree approximation, the potential term

VJ is writken as a sum of modified potentials <3b>.

M
»

a“ = __-;g_ V A+ »4(‘__4) <Bar

3

v q y = 2 (€0 ) Wp155- 1) Qp(hy) d'ey

E*J

(&

Slnce(_aQ /a). “) turns oub to be pvopo':: lonal Lo L, ((‘3-—5,‘)0\,

i""—f-_,) s the set of eguations <7» 1s in  Yact  squivalent to the

vequirement that the_ zerotn, first and  secend  moments of  the

difference between W, QJ and Aﬂa*,/atvdnlﬁh (4%. That is, the set
of squations 47> may be veplaced by the equivalent get <95
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C\Dl(ﬁd ~ iR ) & d3§J : O '.__:_' <9a>,
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where:§3= (53—53) and g; =|<53_B}ﬂ

After substitution of the explicit Forms <1> and<3> ' into the

integrals <9>», the DOFM principle produces the following sets of
single - pavrticle equations, which we identifiy as the equations of

motion of the N pavticle system:

(éd +& gil)[gglj +(6¢‘ + f_:_i‘?‘.i + Qs?lm - R3RA, /m) <10s>

+ [Q,]

(P“ Q.“-&J.Pu )3.}.[5 \/] <10b>

ol = 2t @y &

(8, + 20 [ 8] +(0; + B85 + Plam=AR3RLES] oo
+[g7V;) =0

above eguations the terms encleosed in square brackets

In the
the gaussian wavepacketbts

represent axpectabtion integrals over
indicated by the suffices, e.g:
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&5 05 ¢; A%

Lgi]

<11

21
and account has been taken of the identitcy :[ :]=

] M = """‘. -.‘ \/ : i Sy 25 @
The integrals EVJJ , [g-.l VJ] , and [ SV ire
<8br», for example the basic potential esnergy integral

i

()

obtained {rom
is given by:

e | B g o
(vl :,zz,f 0, Wi(1R448,-6,) 3 9 g A g o

wherae: Llj

= Rj- Kp-
is implicicly a Lennard -~ Jones
- B form of the

is the pair potential function and 7;
The potential function W v
function, but the usual 12 potential is not
suitable Instead we have used an approximation

for integration. bo
the Lennard - Jones function proposed by Singer (53):

c
o
o
~
Lﬁ
'S
e’
it
™
b
-
F
I\
)
4
»~
.:I‘J

where Cg  and dj ave parameters adjusted so as bto optimise
to the desired

T.ennard -

toe it
Jones [orm over the effective range of
interaction. With this modification we
as:
Lvs

may evaluate the integral

N i . i N .
[ J] =QZ-' = C,a_ EJ& &P(_d-lE-Jﬂk QJ.Q) <lar
24

=1

where: E

' i\
jen = (\+dp.( 6: + B, )) '.
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o By = -iR (A -AT)

The integrals [g.,v_]rmd [3_, V]mau ve btmned from <la> by

simple difierentiation;

FaN
-
(13
'S

[g2V,] - (18;) 3 L[]
2R

(6377 - (287°0 .2 LV] 13aeTv] <o

¥
OR; ORg

To provide the solution Lo the Sehroadingey. equabtion we
integrate the equations <I0> forward in time. At this stage the
prroblem becomes essentially one of molecular dvnamics.

Tf we ook Ffirst at equation <10b> and bear in mind the
relation <3>» we see abt ounce that this 1is readily written In a
simpler form:

o+ - L2V /L8]

This equation may be easily integrated forward in time by anv of
the usual melecular dyvnamics algovithms. Integration of  <his
aquation gives us the position (EJ) and momenkumn (Eij of the centre
of the gaussian wavepackasb at any given timestop- it should be
neted howewver that whilg this qudLlOﬂ appears simpie, it is,
through the integrals [g:‘ V] and L(%")J , dependent upon ail the
paramzters defining the wavepacketb. The motiosn of the wavepackeq
centres is therefore definitely not classical. In this respect Lhae
HELLER II method differs from fthe HELLER T merhod, where the
centres of the wavepackets follow classical trajectovims,
Equations <l18a> and <10e¢>  are best tackled together. By
combining the two we may readily produce an  equation  of
inveolving the Ay parameters alone:

mo L ion
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(A; +AANIEY -[82)) H{[E V) -18LV)= O oo

This first ordey squation may be integrated diveckly, but we Favour
a reparameterised form, which we know as the Z2- algorithm (6). This
invoives the substitubion

QJ--.-. ™ Z‘j /(12"})-.. : .. BERDSPR

which resuits in the second order s2quations:

H

2 W:j Z-;,' /M . | . . <20a>

N

" ) ' ’
Ty _ S S 2206
2 W25 /m | - <

oee: w =~ (C&2 V1 -C LU/ (12105207

’ L
in which we have conveniently separated out the vesl ({(2;) and
" o~ .
imaginary (2Z;) parts of the parameter 2y This form of the equation
of motion for the &) parameter is also easily integrataed [ovwards

in  time by conventional molecular dynamics methods. The values of
the A; parameters are readily obtained at all timesteps from the
definition <19,

Armed with =a knowledge of all the other time dependent
parameters abk each timestep, wa may integrabe equation <ita> to
obtain the value of each D) parameter. Il we are nobt interested in

the phase, which i1s determined by the real par:t of 3}, we may opt
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instead te evaluate onliy the - imag
normalisation condition <2%,
The above description outliines

gvnamics

basie
schemse for 3 system of N sphevical gauwssian wavepackets, how then
may we initialise a molecular dynamics simulation? To bepin with we
may set the positions of the gaussian centres (5;) on a FCC lattice
or we may use an Caged liquid' confipuration as may be done in
conventional melscular dynamics.

The momenta oif the paussian centres (P+:) we mayvy sei randowly,

T

with vemoval of bulk motion and scaling to the desived ftemperatura,
as in classical molecular dynamivs. However we nota thag sthere iz a
problem associated with this procedure, as it is apparent that not
all the kinetic energy of Lthe gaussian wavapackebs is carried by
theiv centres alone. Therefore thiz ocasual association of  the
temperature with the kinetic energy of the centres 15 open to
question. This is not the only problem asscociated wit! Cemperature
either, as the example simulation given below will indicate.
Howewver, in the
fonvention o
wavepaokets a

sence of a clearer undavrstanding, we ‘adopt the

e
J @

terpreting the momentum of the centres of the
ining the classical kinetic energy, which in
turn, defines the Ltemperature of tha swstem. The pDroblem of the
true temperatuve is shelvaed.
sarion of the &)
width of the gaussians, 1s a novel feature of chis simelation

The imitialil parameters, which define the

methor. Ramembering that the pavameters are complex, we first sel
the real part of each teo zero (and rzlv on the subsequent dynamics

to  oroduce realisticg alues).  The imaginary parts ave oblLained
through a minimisation of the syst2m  energy (kinecic plus
potential), with raspect to Al at the start of Lhe simulation. We

)
use a simple 'steepest descen:' method., In the 2ase whevre a @ FCC
lazrice 1is used as the starting coniiguration, this means that all
Aj parametsrs have the same value, Sut  obviously, when an  'aged
liquid' configuracion is used, each gaussian has 4 unique Ay value,

s for the D) pavametars; the real parts may again be 52t to  Zero,
while the imaginary pavis ace fized by the normalisation condition

Z, and €

parameters vaquired for the incegrvation of zhe equations of morion.

PaslLly we must  set  the initiat  wvaluesg of

=

The Z; parmeters may be arbitrarily assigned amd we chose o set
both real and imaginary parts to unity. The 2] Tixed by the

inteial  cheice of the A parameters and must be =s
L] o

_J - 1 .
Z, = —gﬂi/m and Z
in Tabla L.

Thus far we have outlined rthe essentials of & semiclassic

signed Aas:

b . B - . . -
j = 2.—\‘" Jm. The FLATLLNE SOl Lons Aare UMY L F0g

gimulation method. Ths descriplbion would however be incompletg
without some comments on the parameterisation of Lthe pair potential
<13k Ar first vhe obvieous choice of the pavametars g and dg

46




was that which gave the best it to the Lennard - Jones (i2 - 6)
funcltion appropriate to bthe ﬁystem of intevest (as had been done in
{2 and (7). However in th light of vresults and on reflection, wa
believe that the pavameters should be adjiusted 5o as. toe obtain
cleose  agreement between bthe Lennard -~ Jones funclbion and the mean
paly pokential bebween Lwo gaussian wavepackets <212,

[Gdg Z— Ca E..)E.}, G—-‘&p("o\i QA “) PR 4§

-

- e o =
witere | Eﬂﬁ, = ( "l‘ld,ﬂ, GJ )

3

B, is the mean of all N v:l=9q Iv is this funation, the
insrantaneous value of the pair potential, which plays the role of
the empirical effiective pair poten:xal. The problem arvises because.

i the usunal applicarions of Lannard - Jones and other effective

pair polentials one assumes Lhe system to «consist of point
pavticles;, whersas here we ars dealing with the axtended

interaction sitaes produced by the wavepaﬂket. The two are not
equivalent mathematically, whatever their functional {ovm.

This Dprescription does in {act lead to beltter agreement
between simulated and experimental values of the potential anergy
of rthe system, but it 1is at the price of a mevre complict ‘d
procedure, Through the term Ei4a {(of. aquat lon L4
interaction potential is dependent wupon Ethe mean wi
gaussian wavepackets, Thus before we 2&n begin ouy simu
carnast we must have a good idea of the wvaius of the average widbh
parameter. Therefore it is necessary to peviorm praliminsry runs oo
obhrtain & potential  gonsistent with the widbth parameters in the
final simulation. This is an inconvenient feature of  the mezhad,
but in most circumstances, [ortunacrely, the sengitivity to the
width parameter is not great.

One  last commant on  the semicliassical method s in ovder.
Stranga as it may seem, it does not appear to be pessibie Lo
constrain  our simulations te a prescribed temperature, as is done
in a conventional classical simulation. If we attempk to do se, by
scaling the classical momenta

e

-

A

no aquilibvium condition rvesults. Tastead the kinetia energy of the
i

in the usual way, we Diod That

paussian wavepackets grows without limit, wh

shoin furn produces an



upward  drifiz in  energy. This is the problem w2 hinted at =aviisy
and it appears to be intrinsically bound up in the problam  of

dofining the temperatures of Uthe semiclassical systam, but it s not
at present understood.

This 18 not to say however, Lthat there is no solution to this
problam, In the meantime we have adopted the suggestion of N,
Carbin (7)) and abandoned tsmperature scaling altogether. When this
is done Lhe system does eventunally achieve 1fts own equilibrium
aftey A reasonable period of vime, though not at the tampevature
one may aave desirvad. I the orviginal crystal melis the temperature

invariably falls Lo some equilibrium value balow the iniuzial valne.’
Thus by the simple expedient of starting at’ a  higher tempeva:ure

than  that  vagquived 1t is possibl With oa little experienaa

arrive at a tempevature ciose to that gdasired. L ois aiso

to va -~ zcale the initial classical kinetic snecpgy 4t the
subsequent runs.

We conclude thia arvicie wilh a short examination of & btypi.

run of our semiclassical MD program. The run presented in Table 2
is a short simulation of 108 Neeon atoms with o wolav volume of
1.658-3 m> and at a ‘temperature' of 33 K. The petential pavametzys

nsed  were | 0,79.04E-18 J, Ca==2.71E-21 J, d,=i.37E20 ™ and
dy=i.39E19 e, corvesponding Lo the Lennacd -~ Jones parvamenz2es
E /g = 36.3 K, @ = 2,789E-10 m and a mean square width of
3.0E~22 m: The timastep used was very shovet by nermal MG standards
at  B.UE~i16 5. Such a short cimestep is necessary because of the

rapld rate of change of the gaussian widtn parameters A .
We nete fivst of all, the fall in tempevature expected as the

simulagion proceeds. Starting frowm a FCC latoice with the initial
temperature  of 80 ¥, the system equilibrates ftself quits quickiy

to oaboug 33 K. cherthel @55 Lhe guantum ®inecic srnergy vemains high
throughout the simulation; showing what is parhaps the laasc
sarisfactory aspeci of these simulations, The expected  quanium
corvection for the kinetic energy iLs approximatesly 30 paveosnt of
thiz classical kinetic enﬂrgy fov Nean, dub here it 1s of che owvdevr
12 neveent. The agh uantum  component  of the kinepic anevgy
ADURATY Lo Da inheven; in the chozan mrial function and probabi:
can only  be overaceme by a more [lexible form, perhaps invelwing a
linear combination of two or more gpaussian wavepackats,

A more pleasing aspect of the simulacion is the very

energy consarvatbion  rhat  is maiantained aftsr  the first
timesteps. The total quantum energy <QTE>X vemains f

Jimola o withipm B.0E-2 J/mole Tfer the last 300 ©i
(approximately 3 ps).

The ‘cliassical potanbtial enerpgy' <CPE> is in fact merely the
potential energy of poluat pavticles sited at the centres of wave

packers, interacting with the potential <13>  with &l
given above. It &=

1 ET DA ARG [ A

rves to show that it is significantly diffevent
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from the 'gquantum potential energy’ CQPED caldnd thae same
petential function by <12>.

One effect we might expect to ba prasant, is the tendency for
the gaussian wavepackets to spraad in the course of the simuplation.:
his is expected since the local potentiai experienced by the
gaussians is likely to be far from quadratic. After an initial
period during which the.average width of the gaussians, which is
measured by the parameter <WKXD, decreases, theve does appear to b2
some tendency [or the gaussians to spread thersafber. ilowever, the
data presented here are inconclusive. Other vuns indicate that the

spreading during & ps is minimal.
In Figure |,

obtainead

we present the

funcriaon from

relative positions of the centres

"classical'
this simulation. It
of

vadial distribution
i uvalouialbed fvom the
the wavepackats, (& {u

L
calculation involving integration over all distances bebween points

possible, but

significant

in two wavepackets is
expensive!). The
apparently a degree of penetration of

Neon {the

thing

atoms, closest  approach

it is  likely o be very
Lo onote neve iz that there i3

the hard sphere radius of the

is approximately .35 ).

Qualitatively this behaviour is correct.

Lastly,

dakta on time dependent effects, we pre
autocarrelation funccion in Figure

from the motion of the wavepacket centves and has a normal
Appearance .
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Tazild 1. Initialisation of GC.W.P. ».D. Method.

- get on FCC lattice or 'aged liquid' Configuration.
~ set randomly, remove bulk motion, scale Lo tempevature.

=~ set real parts Lo zero, set imaginary parts to give
the minimum total energy for the svstam at the start.

= seb using A, and normalisation condition <%,

- get both real and imaginary parts to unity. -

" a
~ set real part te =24, /m, imaginary part o 24, /m.
{A, is the imaginary part of AL

1 J




. TABLE 2: Example Run of G.W.P: MiD. Program:

| Time. ' <CPE> - <CKE> .. C<CTE> | - TEMP . . WMELT -
Step .. <QPE> . . <QKE> . <QTE> | CWKK> FaCT

1° -1799.0. - 997.8 =~80:.2 - 80.0 - 108.0 .
~1750.5  1159.0  ~591.5  4.648 .
500, -1761.5  438.2  -1323.2 . 35.1 . - 23.7
- -1456.0 863.9  -592.0.  3.034
100D =1746.5° 387,90 —1358.6 ° 31,1 7.1
-1437.1 ¢ 845.1  ~352.0 . 2.983 . .
1500 ~1753.4 . “421.6  -1331.9° - 33.8. . 1.8
ow=150%.7. . 913%6-.  =592.0. - 2.698
12000 =1769.6.  430.0 -1339.5 . 34,4 1.1
~1521.3 " 929.4  -592.0 - . 2.884 - :
2500 -1765.1.  415.9  =1349.1 . 333 0.9
-1516.5. -~ 924.6°  -591.9 2,935
30000 21760.6.  402:3 - -1358.4 - 32,3 0.6
-1491.00  899.0  -392.0 . 2.953
3500  ~1753.0° 198.6  -1354.4. 32,00 0.5
~1467.3 875.4  =591.9 3.349

4000  ~1765.7 411.0  -1354.7 33.0 0.3
~1470.2 378.0 -592.2. 3.539

4500 ~1760.3 414.,0 -1346.3 33,2 . 0.6
~1471.5 879.6 -591.9 3.30%.

SO00 ~1751.3 399,6  ~1351.7 32.0 2.4
~1449.5 857.5 -592.0 1.163

Note: All energies given in J/mole.,

(potenkial energies do not include a long range
correction of approximately -119 J/mole).

<WKX> in units of 1.0E-22 m>

Temperature is in K.

Timestep is 8.0E-16 s,
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VACANCY ORDERING IN'caMAOj;x:;-'

'S, C. Parker. .

" The calcium mariganase oxides, CaMnOjlx (where'x variss from O =~

to 0.3), have generated much interest recently (1-2) as oxidation.
catalysts. Their struckures are based on perovskite (CaTiQy 2},
Figure 1 (i), which is comprised of TiOs octahedra sitting at thé'
carners of a cube with calecium at the cube centre, : o

We were interested in a number of problems; firstly, we WIShed:_ﬁ

to model the observed digtortions ~of- CaMnOz from the ideal

perovskite structure. Secondly, to show that on loéé-of:dxygen,k_'

manganese, which is reduced to an oxidation state of IIL. from IV, 
remains c¢lose to 1Lks original position, but in a square pyramidal:

gite. Finally, to explain why, for some stoichiometries. (i.&..
CaMnQq .75 ) many different ordering schemes for oxygen VBCanciGS3f..

coexist. . . -
The potent1a1 model used to study rhls System was comprlsed of -
coulombic and parameterised two body short range interaction energy

terms. In addition we allowed for electronic polarisability using . °

the shell model. The parameters were derived empirically by fitting

te the gtructural, elastic and dielectrice data of Lhe componentf“

simple oxides (i.e. Ca0, MnpOy and MnO,). Once we had cbtained Lhe-
desired parameters we checked that they were indeed transferable by
considaring the two end - members; CaMnOq and CaMnQ,.5. In  each
case we starkted the simulation with atoms at or near sites
corresponding te the ideal perovskite structure and proceeded to.
minimise the forces affecting both atomic coordinates and cell-
dimensions. _ _ o

We found that we reproduced the observed structure of CaMnOg.
to within L = 2 % (3), Figure | (ii), showing that the potential
model for Ca®* and Mn®" was reliable. The other end - member :
presented a problem because one could envisage a variety of’
ordering schemes for the oxygen vacancies, (see Figure 2), thus we
calculated the lattice energy of each. The relative lattice-

energies after equilibraticen are plotted in Figure 2, which showsﬁ 

that the relative lattice energy is approximately proportional ta
the coulombic repulsion between neighbouring vacancies, The graph-
also includes the energy in terms of kT with the dotted line
ceorresponding to the temperature at which the sample was guenched.
This agreess with experiment in that, assuming a bolbzman .
distribution, one would expect mostly phase I, which is observed.
Moreover, the calculated structure for phase I is in good agreement
with a recent neutron diffraction study {3). :
The same procedure was applied te the intermediate phase_
CaMnO 4 .v5, where half the manganese ions have the oxXidation state:
III. The relative energies of a number of phases were calculated as
before and are given in Figure 3. However, we note that all the



£ig 1. PEROVSKITE 3TRUCTURE (CaMnOs)

fig 2.
IDEAL CaMnQ

I ,
Relative lattice energies of
15 4 vacancy ordering schemes
for CaMnO2 g VS vacancy
repulsion.
ENERCGY —-1200
-110
/kJmol11
QUENCHING TEMPERATURE +700
————————————————————————————— TTEMP
/K
> 600
-300
0 : : T

0.5 0,667 0.75 1.0

Vacancy-=vacancy coulombic repulsion

55



fig 3. Relative lattice ener ‘ .
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relative energies of the given phases are below the quenching
temperature which suggests that all the phases may be present, as
is observed experimentally.

We have shown that for a given stoichiometryry an important
factor for determining relative stability 1is the coulombic
repulsion between oxygen vacancies, and where structural
information 15 available we are in good agreement. The next atage
of this work 1is to study the dynamic properties (i.e. oxygen
vacancy mobility) and thereby predict which stoichiometry would be
best suited as a catalyst.

(1) Grasselli R. K. and Burrington J. D. in "Catalysis. of Organic
Reactions" (Ed. W. Moser}, Marcel Dekker Inc. p. 17 (1981).

(2) Sleight A. W., Science, 208, 895 (1980},

(3) Poeppelmeier K. R. et al. J. Solid State Chem. 45, 71 (1982).
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THE IDENTIFICATION OF A DROPLET IN EQUILIBRIUM WITH ITS'VAPOUR;

R. F. Fowler

1. Introduckion -

In the simulation of small droplets in equilibrium with their

vapour [1,2] it is often necessary to locate accurately the centre '

of the droplet, which can drift away from its original position. If
the number of particles in the vapour phase is significantc, the
centre of mass of the whole system is not an accurate guide te the
centre of the droplet. ' o

We assume spherically symmetric particles and say that any two
are "neighbours" if their centre-to-centre geparation is less than
some value Rn., Then particle B is in the same group as A if they
are neighbours, or a neighbour of A is in the same group as B {2].
With a suitable choice of Rn, the largest of these groups deéfines
the droplet. The centre of mass of the droplet is cthen readily
found. For the Lennard - Jones 12-6 interaction it was found that
the largest cluster size was virtually independent of Rn for Rn in
the region of 1.9 & (see figure) and sc that was taken as the
critarion for separating the drop from iks vapour and in defining
the centre of the drop. The difference between the centre of mass
of the whole system, and that of the cluster is of the order 0.3 o
for a 260 particle system { O is the particle diameter}.

2. Simple-minded sorting

At first we wused a simple-minded routine for finding the
largest cluster, which is listed in section 4, This assumes Ethat
one particle (number IC) is already known to be within the cluster.
We then search for the nearest neighbours of IC, according to the
distance criterien Rn, and any that are found are recorded in the
arvay NCL. The gearch then proceeds te find the neighbours of these
that are not already recorded in NCL, and repeats this until the
size of the cluster in NCL does not increase. The first NC elements
of the array NCL then contain the index numbers of atoms within the
cluster. This method has been found to be extremely slow and takes
many times longer to compute than one simulation step. Since we
need to relocake the <¢luster [fairly frequently (say every ten
stepg) to follow changes, it slows the simulation to an intolerable
degree, The coding given in section 5 is more complex, but is about
fifty times faster. No doubt experts on softing could improve this
further, bukt as the rouktine takes rather less than the time for a
simulation step, such improvements would have litrcle effect on the
total time taken.

3. More sophisticated sorting
This FORTRAN 77 gubroutine is composed of three parts:
{1} For each atom, find all the unique neighbours (i.e. if 2 is a

neighbour of [, do not count ! as a neighbeour of 2}, All the
neighbours are stored in the large array LIST.
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(2) Go through the list obtained above assigning "group numbers” to
each atom such that two atoms have the same group number if they
are linked via neighbours.

(3) Find the largest group and return the members of it in the
array ICLUST.

In more detaill the sections work as follows:

(1) The loops DO 10 and DO 20 run over all possible pairs. RCUTSQ
1s the square of Rn. Any heighbours that are found for a given atom
I are stored in the array LIST, with the "pointer" arvay elements
IPTH(I) and IPTT(I) giving the start (Head) and end (Tail) of its
neighbours.,

(2) The integer array IGRCUP contains a "group number" for each
atom that is initialized te zere, indicating no wneighbours. The
loep DO 40 then processes each atom and 3its neighbours. The code up
to label 50 stores any non-zero group numbers that these akoms have
in the array IGMNUM, with IPTGN giving the top element. If more than
one group number has been found, then these groups are all linked
together by the present atom. Hence the leep DO 70 makes all the
other group numbars equal to the first one. If no group numbers are
found, a wvalue of I is used. The loop DO 90 ensures that all the
neighbours have the correct group number.

{3) The final loop DO 100 finds the first group to contain more
than one third of Ehe total number of atoms (NP), and returns them
ag the first LEM elements of the arrvay ICLUST. The choice of one
thivrd is arbitrary, but works at most reasonable temperatures.

Nete that the size of VLIST requived depends on NP and the
value of Rn used.

[1] J. G. Powles, R. F. Fowler, W. &, B. Evans, 1983 Chem. Phys.
Letks., 96, 289,

. Powles, R. F. Fowler, W. A. B, Evans, 1983 Physics
8a, 421.

(2} J. G
Letters, 9

4. Simple subroutine

c POSITIONS OF PARTICLES ARE IN ARRAYS X,7,2
NC=1
NCL(1)=IC
2 MCPaNC
DO 10 II=],NCP
I=NCL(II)

DO 20 J=1,NP
DO 21 JJ=1,NC

21 IF{J.EQ.NCL(JJ))GC TO 20
R2Z=(X(I)=X{II)y** 24+ (1) =Y{I) ) **24+(2( 1) ~Z(J) ) **2
IF(R2.GT.RCUTSQIGO TO 20
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NCaNC+1

NCL(NC)=J
20 CONTINUE
i0 CONTINUE

IF(NC.CT.NCP)GC TO 2

5. More sophisticated subroutine

SUBROUTINE GETDRP(ICLUST,LEN,RCUTSQ)
PARAMETER(NP=900 ,NLIST=12000)
COMMON /POS/ X(NP),Y(NP),Z(NP)
INTEGER ICLUST(NP)
INTEGER LIST(NLIST),IPTH(NP), IPTT(NP) IGHUM(SO) IGROUP(NP)
LCOUNT=1
DO 10 I=1,NP-1
IPTH(I)=LCOUNT
DO 20 J=I+1,NP
R2=(X(J)=X(I) )Y **2+(¥(I)- Y(I))**2+(2(J) ZET))**2
IF(R2.LT.RCUTSQ) THEN
LIST(LCOUNT)=J
LCOUNT=LCOUNT+1
ENDIF
20 CONTINUE
IPTT(I)=LCOUNT-1
) CONTINUE
DO 30 I=l NP
30 IGROUP(I)=0
DO 40 I=1,NP-1.
IPTGN=0
IF¢IGROUP(I).NE.Q)THEN
IPTGNa [PTGN+1
IGNUM( IPTGN)=TGROUP{I)
ENDIF
DO 50 J=IPTH(I),IPTT(I)
NJ=LIST(J)
IF{IGROUP(NJ).NE.O)THEN
DO 60 K=1,IPTGN
60 IF (IGNUM(K) .EQ. IGROUP(NJ))GO TO 50
IPTGN=IPTGN+]
IGNUM( IPTGN ) =IGROUP (N.I)
ENDIF
50 CONTINUE
IF(TIPTGN.GT .0 ) THEN
DO 70 K=2,IPTCN
KG=IGNUM(K)
DO B0 KK=l,NP

30 IF{ IGROUP(KK).EQ.KG)IGROUP(KK)=IGNUM(1)
70 CONTINUE
ELSE
IGNUM{1)=1
ENDIF

IGROUP(I)=IGNUM(]1)
DO 90 J=IPTH(IL},IPTT(I)
NJ=LIST(J)



90
40

110

100

IGROUP(NJI)=IGNUM( 1)
CONTINUE
CONTINUE
LEN=0
DO 100 I=L, NP
IF(IGROUP(I).GT.O)THEN
ICOUNT=
1G=IGROUP(I)
IGROUP(I)=~IG
DO 110 J=I+1,Np - o
IF(IGROUP(J).EQ.IG)YTHEN =
ICOUNTaICOUNT+1 B
IGROUP(J)==~IGROUP(J)
ENDIF '
CONTINUE
IF(ICOUNT,GT.NP/3) THEN
LEN=ICOUNT
I1G=~IG
DO 120 J=1,NP o
IF{IGROUP(J) .EQ, IGYTHEN
ICLUST(ICOUNT)=J
ICOUNT=ICOUNT-1
ENDIF
CONTINUE
ENDIF )
ENDIF
CONTINUE
IF(LEN.EQ.Q)THEN _
WRITE(*,' (' #h*dkkske NO CLUSTER > NP/3'')')
5TQP '
ENDIF
RETURN
END

6l



250

230

210

150

170

150

1.

STER

CLU:

S IN

=

PARTIC LI

- 260

- 0.865

wmwbﬂ>q%;_0ﬂ RELATED PARTICLES

] J |

1

1.5

1.9

2.3 2.7



RADIATION DAMAGE BY MOLECULAR DYNAMICS.

D. M. Hey‘ES.

The purpose of this note is to peint out a subject of study
for MD which has been somewhat negleckted, despite the fact that MD
was partly originally formulated to investigate this area of
research. Radiation damage 1is the rearrangement of solids by het
atoms or ions., It comes in a aumber of sub - branches. GOne being
Sputtering, which is the removal of surface molecules by impinging
particles.

MD is well suited to investigate the mechanism of radiation
damage. For example, the figure shows time elapsed track  histories
of the effects of a 2000 eV model Art hitting a model 2D KC1
surface at 20 degrees incidence (1). The regular nature of the
atoms in a crystal facilitates the remeoval of energy from the
impact point by the physical transport of nonequilibrium icons along
correlated c¢ollision sequences (so - called “"focusons"), as the
figure demonstrates. ‘

There are special difficulties in applying MD to such high
energy events. Firstly, one is exploring a range of the interatomic
potential for which there is often little experimental informarion.
Small changes in these potential parameters can have an enormous
effect on the course of a damage event. Secondly, it is not easy to
follow the lattice vrelaxation (following the radiation's entry inkto
Lhe material) within the framework of periodic boundary conditions.
(The correlated collision sequences can extend for wmany crystal
layers). The alternative configuration of a microcrystallite soon
becomes cemputationally expensive,

Nevertheless this topic seems a Gtimely area of study,
especially in the light of new graphics capabilities.

(1) D. M. Heyes, M. Barber and J. H. R. Clarke, Surf. Sci. 105
(L981) 223 - 239

Acknowledgements

Invaluable <discussions with Dr. M. Barber and Dr. J. H. R.
Clarke are most gratefully acknowledged.
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Figure Caption.

The KCl crystal structure at times t (ps) after the
commencemnent of a model Ar moving towards the surface. The
subsequent motion of each ion is denoted by a line drawn from its
centre, superimposed on the gktarting configuration. K is a seclid
circle, Cl is a dashed circle. '
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POTENTIAL MODELS FOR COMPUTER SIMGLATION

This circular gives a preliminary programme for the CCP5
sponsored Meeting on ‘'Potential Models for Computer Simulation',
which will take place at University Ceollege London from Thursday 20
th. Septembar to Fridavy 21 st. September 1984. Accommodation will
be at Passfield Hall on the nights of the 1% th. and 20 ¢th.
September and the cost will bhe Z 30 per person attending. The
reduced fee of % 10 will be charged to postgraduate students.
Postgraduate students whoe contribute lectures or posters will not
be charged.

The theme of the Meeting will be recent developments in both
theoretical and empirical potentials for use in simulation and will
consist of four sessions:

(i) Quantum Mechanical Potentials. This will last all morning
on the 20 th. September until mid-afternocon,

(ii) Potentials in Molecular Beam Studies. This session will
occupy the late afterncon of the 20 th. September.. i

(iii) Effective Potentials. This session will ‘occupy Ehe_ whdie;
morning of 21 st. September.

(iv) CCP5 Steering Committee Meeting. This will ottur“on.ﬁhéj
afterncon of September 2! st.

The speskers who have, at the time of writing;. agreed. to
participate and the subjects proposed for their lectures are as
follows:

W. Busing (Cak Ridge Laboratory, U.8.A.) .
Effective potentials for the simulation of melecular crystals.

P. van Duijnen {(University of Groningen)
Potentials for polymeric systems.

J. Kendrick (I.C.71. Runcorn) _ _
Non empirical potentials for non - metallic solids.

G. Lewis (University College London)
Effective potentials for oxide materials.

5. Price (University of Cambridge)
Intermoclecular forces - mnew clues from melecular crystal
structure.

M. Rigby (Queen Elizabeth College)
Effective potentials and non - additive terms.

G. Scoles (HUniversity of Waterleoo, Canada)
Surface scattering and three - body forces.

A. J. Stone (University of Cambridge)

Intermolecular potentials: insights frem quantum mechanical
calculations.
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Readers who wish Lo contribute a lecture or poster to the
Meeting sheuld send a completed registration form not later than 31
st. July 1984, to;

Dr, C. R. A, Catlow,
Department oif Chemistry,
University College,

20 GCordon Street,

Londoun WCl 0AZ

Please provide an abstract with your application. Preference will
be given to contributions from postgraduate students. A poster
session will bhe arranged for disappointed contributors and others. .

who wish only to present a poster display.

The Chemistry Department of University College London 1is
within easy walking distance of the Eusten Railway Station.

A registration form for attendance at the Meeting is attached.



CCPS MEETING: 'POTENTIAL MODELS FOR COMPUTER SIMULATION'

LONDON 20 - 21 SEPTEMBER 1984.
REGISTRATION FORM

I wish to attend the CCP5S Meeting on 'Potential Models for Computer
Simulation' to be held at University College London from 20 th. to
the 21 st. September 19%84;

NAME ..........................};..;Q}(Prdf.;Df.,Hr.,Mrs}.Hiss.):
ADDRESS L it iasrassesssransrrnaaraarsrasnanransrnanna

F R O I T T I R I B R A L L I T B T R R
L R L R N R I R I R LI N R R R A
L R T R I R LA L I I T R R N ]
R R R R I I R B R R R T R R N R A R

L T T T I O O O R T S B T N T N O O A S U e

Please indicate vour accommodation and meals requirement.
Dalete as appropriate:

1) Bed and breakfast for two nights (19 th & 20 th. Sept.),
cost: i 30,

2) Bed and breakfast for two nights (19 th & 20 th. Sept.),
(postgraduate not conktributing poster or lecture), cost: £ 10,

3) Bed and breakfast for two nights (19 th & 20 th. Sept.},
(postgraduate contributing a poster or lecture), cost: Nil.
Please specify any special requirements or diet:

LR R I R I L I R I I R R I T R R R N R A B I |

LR R I O O L T T I I R T T R R L I R R R R R A |

Delete as appropriata:

I wish to present a lecture / poster display entitled:

L R I L R R B I I T I I I I R I I R R R I T I R

L R I R R R I R R L R R R L L R N R R I I R I I I R N N NI

Please forward an abstract with this registration form.

I enclose a cheque ifor va.+s++. payable teo 'CCP53 POTENTIALS
MEETING' .

Signed: e eni et iaunaaaaaa



Please veturn before 31 st. July to.

Dr: €. R. A, Catlow,
Department of Chemistry,
University College, '
20 Gordon Street,

London WC1 0aJ
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2OTENTIALS FOR GAS PHASE AND 3SURFACE SCATTIRING CALCULATIONS

» ~e

Preliminary programme for conlarsencs Lo be neild 2U8-25 3eptamber 1384,
Cambridge, Zngiand

The meeting will begin at 2.20 om on Monday 28 Septsmber, and will ¢o

until 5.60 om on Tuesday 25 Saptember. 1t 18 sgonsored Jointly Dy tne
Collabaorabive Comou:=*ional Projects on Heavy Particle Dynami ‘

Surface Science (CCP3) of the UK Scisnce and Inginesring Research Coun

The purpose of the mesting wx*l be to review recent ¢ neorﬂtlﬂ"l crogress in
the determinaticn of potentiszls for use in gas phass and swface acabtering
caleoulaticns. These two aresas of research arg often reported in diffsrent
strands of the sciantific litsrature; it is the aim of this meebing Lo
iliustrate the similaritiss in btoth the underlying ohysics and ‘the
theoretical technigques used, and Lo promobta ¢onbtzact 2efwean rasezrchers in
the two fizlds.

The invited la2ctures will De as follows
W. Alliscn {Universisy of Camoridge)
Empirical Helium-mefal Potentials and Thneir Relaticon Lo 3urfacse
3iructurs
R.B. Gerder (Hebrew University of Jerusalsm)
Th Enversion rehlem lw Heavy Particls Dynamics:
Interaction Potentials from 3cattering Intansitiss and 3pectrascopy

J. Harris {Institut flr Festkérperforscaung, Jilich)
Intsraction of 4, molzcules with 3impla and Noblz Metal Surfaces

5. Holleoway {University of Livernpcol

Zas-3urface Interacticn Potentials Using the Effsctive Medium Theory
J.N. Murrsll (University of Sussax)

Title to Be announced

R. 3chinka {May~-Planck-Institut, G8ttingen)

RainboWws and d=zacnances in Molaeula-Surface 3cattsring and Their
Ralaticn to the Interaction Potential

G. Seolas (Universicy of %at
The Joys and 3orrcows of Muliinarame

Zaontributed papers on the Folliowing Sopigs ars invited:

Fivting of poteniial energy surfaces to experimental dabs
Ab initio rcalgulation of potential =2nsrgy surfaces
Potentizls for inelastic and reactiva processes

Methods for gas pnase and surface scattering calzulabions

.

There will only be rocm for a [aw additional oral pressntations, and mcsty
contrlbutad papers will nave to be in the 3



T
[41]

Those interssted in attending the meefing ars reoguestad Lo complata
attached regiatrat on form and refurn Lt Lo

Or. J4.M. Hutson,

Potentials Conferance,

University Chemical Laboratory,

Lensfisld Read,

Cambridgs CB2 1EW

England
by 20 August 19848 at the latsst. Those wishing tc oresent papers should
reply as soon as pogsible,

a

There will be no registration fse. Accommodation will be in singls study
bedrooms at Pembroke Collegs, Cambridge. Lectures wWill be held &t tne
University Chemical Laboratory (5 minutes walk). dccommodation, including
confarsnce dinner on 2% September and breakfast and luneh on 25 3eptempber,
i8 avallable at a (subsidised) cost of £30. Bed and breakfast for tine
nights of 23 and 25 September is available at an additional cost of 18 per
night if desired. ¥ees for accommedatlion are payable at the start of :the
conference,

Full details, inciuding tne final programme and a map, will D2 senit sut aboutb
2 weeks pefore the meeting.

Travel Lo Canbridgs

From London: There are frequent Srains  (about howrly) [from Londeon's

Liverpocl Streset and Xing's Cross Stations. The latest trains arriving in
Camoridge ln time Ffor the starf of the meeting ars a3 follows:

rrives Cambridge 13.10)

Livernooi Street  12.05 la
(changs at Roysten for Cambridge at 13.20)

King's Cress 12.04

Prom Heatirow: There is a dirsct bus Lo Cambridgs {do. §079) leaving Heathrow
at 10.30 and arriving abt Cambridge at 12.45; otherwise, taks the train
{Piccadilly line) lInto King's Cross (very f{requent, journey time 40 minutes)
and thence Lo Cambridge.

From Gavwiok: Take the train to Yicteria {(Ltrains avery 15 minutes, journey
time 45 minutes). Then

alther Victoria Line to £ing's Cross and train to Cambridge

or Coach to Cambridge from Yictoria Ceoach Station

Luton and Stansted Airperts ares more convenisnt for Cambridge -Shan =ither
Heathrow or Gatwick., From Luton, catch Per 1ral's ous around 11.40¢ (from 3Bay
1 or 2, arriving Cambridge 13.90); from Stansted, tnere ars f{reguent trains to
Cambridge (journey time less than 1 hour).

althnough thners

By Car: There ls no car parking availabls in Psmbroks '
L nutaes walk away,

is an (expensive!} multi-storey zar park abo
approached down Pembroke Street from Trumpinghon 3tre
Organising commitise:

R.J. Blaks

D Clary

J.M. Hutaen

J.E, Inglesfiesld
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ration form

the gonfsrence on ”Potentlal

Prof,./Dr./Mp./Mrs.
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2) Room and meals during conference {£30)
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meeting; money will De collacted at the start of
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