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Editorial 

Recipients of an unfamiliar newsletter entitled "Information Quarterly for the 

Computer Simulation of Condensed Phases 11 may be forgiven for thinking that 

newsletter distribution from Daresbury has finally lapsed into chaos. However, 

the puzzle is soon resolved. The new title for the CCPS newsletter is intended 

to reflect the broadened scope of CCPS under the terms of its renewal for the 

period 1983 to 1986. The scope of CCPS now extends co the computer simulation 

of lattices in addition to the original subjects of MD and MC simulations, and 

the new title brings the newsletter in touch with this fact. ~Ve shall continue 

to publish articles on MD and MC as we have in the past, but will also include 

articles on the new subject area from now on. IVe hope our existing and new 

readers will find the newsletter a useful and stimulating reference. 

Once again it is a pleasure to thank the contributors to the current issue. The 

CCPS newsletter is a well-regarded periodical and this is obviously due to the 

efforts of our contributors. Long may they remain industrious on our behalf! 

Contributors: 

D. Brown 
J.H.R. Clarke 

F. Gibb 
'.'1, Smith 

D.M. Heyes 

R, Hubbard 

D. Fincham 

D. Nicholson 

J .G. Powles 

( Department of Chemistry, UMIST, Sackville Street, 
( Manchester, M60 lQD. 

( SERC, Daresbury Laboratory, Daresbury, Warrington, 
( WA4 4AD. 

Department of Chemistry, Royal Holloway College, 
Egham, Surrey, TW20 OEX. 

Department of Chemistry, University of York, 
York, YOl SDD. 

DAP Support Unit, Queen Mary College, London, El 4NS. 

Department of Chemistry, Imperial College, 
London, SW7 2AY. 

The Physics Laboratory, The Univeristy of Kent, 
Canterbury, CT2 7NR. 
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General News 

(a) CCPS - pOTENTIALS 

The tenth CCPS Meeting will be on the subject of 'Potentials' and 1dll take 

place at University College London in September 198L~o The principal 

organiser for this event will be Dr. C.R.A. Catlow 1vho may be contacted at 

the Department of Chemistry, University College, 20 Gordon Street, London 

T.ifClH OAJ 0 

(b) Solid State Meeting - THEORY OF LOCALISED ELECTRONIC STATES IN CONDESNED 

MATTER 

A three day meeting on the "Theory of Localised Electronic States in 

Condensed Hatter" is scheduled to be held in London on April 10th-12th 1984. 

The meeting is being organised by Dr. C.R.A. Catlow and Dr. W.C. Mackrodt. 

The cost of the meeting will be £25 per person. Furtherlnformation is 

available from Dr. C.R.A Catlow at the address given above (item (a)). 

(c) CCF5 Symposium - QUANTUM MECHANICAL COMPUTER SIMULATION 

A H day symposium on the treatment of quantum effects in (or by) computer 

simulation will be hold in Oxford on March 12th to 13th. The purpose is 

mainly educational; to learn to tmplement current methods including: 

(i) Green's function Monte Carlo for systems at T=OK. 

(ii) Path integral methods for equilibrium properties (T*OK). 

(iii) Semi-classical methods based on approximate path integral techniques 

or the Wigner-Kirkwood ~2 expansion, or wave packet propagation. 

The number of participants will not exceed 20. Preference will be given to 

those already active in the field or about to become so. Applications for 

financial support (travel and subsistence) will be sympathetically 

considered by the CCPS Excecutive Committee. Participants 1vill include 

Dr. S.W. De Leeuw, Prof. J.G. Powles and Prof. K. Singer. 

Interested persons should write to Dr. S.\-1. De Leeuw, Department of 

Theoretical Physics, l Keble Road, Oxford, OXl 3NP, not later than 

February 5th. Please give reasons for wishing co attend. 

(d) The CCPS Steering Committee wish to remind participants in CCPS that, within 

the limited resources of the Project it i.s willing to sponsor or assist 

financially the endeavours of computer simulation scientists in the U.K. 

Applications for financial assistance should be submitted to the CCPS 

Secretary, Dr. W. Smith, SERC Daresbury Laboratory, Daresbury, lolarrington, 

HA4 4AD in the first instance. All applications 1.,rill be considered on merit 

by the CCPS Executive Committee. 
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(e) Readers w:i.ll not be surprised to hear of the success of the recent CCPS 

Meeting on 'Phase Transitions• which took place at Southampton. On behalf 

of the participants, it is a pleasure to thank or. Dominic Tildesley and 

Dr. David Adams for their organisation of 'the Meeting and 

Prof. G.R. Luckhurst for hosting the Meeting at Southampton. We hope to 

present a review of the Meeting in our March issue of the newsletter. 

(f) The news from Rutherford and Appleton Laboratory (RAL) is that, in October, 

they replaced their IBM 3080 computer with a brand new· IBM 308D. This they 

managed to do without incurring any cost to the SERC. Not surprisingly, 

they are very pleased with themselves. The present system has 24 M bytes of 

storage, which will rise to 32 M bytes in April 1984. 

April should also see the end of the installation of the M860 Mass Storage 

System for che central processors. The M860 is a tape cartridge store, which 

can load the tape cartridges into the read/write stations automatically. 

Each cartridge holds 170M bytes- and the entire M860, will hold 110 G bytes. 

The system will be used as a first level backup store for MVS users and will 

function as though it were additional disc space from which on-line datasets 

will be stored and recalled. Users in future will be encouraged to keep 

data on disc, from where it will migrate to the M860 store. This, it is 

thought, will be more efficient than storing data on magnetic tape. 

(g) The University of l1anchester Regional Computer Centre (UMRCC) has recently 

seen the departure of its Director, Professor Gordon Black, who will 

continue links with UMRCC as a Consultant, His replacement as Director is 

Professor Frank H. Sumner. 

On the CYBER 205 Project, the hardware tests have been completed and the 

initial acceptance of the FORTRAN 77 compiler (FORTRAN 200) is scheduled for 

31st January 1984, An experimental service is scheduled for 1st March 1984 

and a full service for August 1984. As for the Amdahl V?A Project, the 

hardware tests have been completed and a full performance test wasscheduled 

for completion by 21st November 1983. A full service should start on 

1st January 1984. At the time of writing, the testiag of the Remote Host 

Facility software is still underway. 

(h) The University of London Computer Centre is continuing with its intentioa to 

provide an archiV"ing facility for the Amdahl V/8 computer. They have 

implemented the commercially available package called DHS/OS, which 

presently is operational in batch mode. The system resembles that in 
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existence at Daresbury but with some distinguishing features. Firstly, the 

datasets archived will have a limited life-time (3 years). Secondly, one 

hundred versions of a dataset may be archived with version numbers 0 to -99 

(0 for the most recent version), Thirdly, users will be restricted in 

archive allocation, which, when exceeded, will prevent further arc hiving. 

The ubiquitous MASSTOR M860 storage system will provide the archive storage 

in the New Year. 

A new version of the Siemens FORTRAN 77 compiler (Vl0/110) is available on 

the Amdahl V/8. The features of this compiler are descri.bed in the ULCC 

November Newsletter. The December issue describes the Release 2.0 IBM 

FORTRAN 77 compiler (VS FORTRAN). Essential reading for Amdahl users 

The user service to the CDC 6600 and 7600 computers will cease on 

lst February 1984. 

(i) Anyone wishing to make use of the CCPS Program Library is invited to do so. 

Documents and programs are available, free of charge to academic centres, 

upon application to Dr. M. Leslie* at Daresbury Laboratory, Listings of 

programs are available if required, though use of magnetic tape (provided by 

the applicant) is recommended. (Note! Please do not send tapes using 

'Jiffy' Bags as these invariably cause difficulties!) 

Readers interested in the lattice simulation programs available should also 

l\ITite to Dr. M. Leslie. 

Anyone wishing to donate programs to the CCPS Program Library should contact 

Dr. M. Leslie, who will be overwhelmed by their generosity. 

* Full address: SERC, TCS Division, Daresbury Laboratory, Warrington, WA4 4AD. 
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List of Programs in the CCPS Program Library. 

MDATOM by S. M. Thompson. 

M.D. simulation of atomic fluids. Uses 12/6 Lennard - Jones 
potential function and fifth order Gear integration algorithm. 
Calculates system average configuration energy, kinetic energy, 
viria1, mean square force and the associated R.M.s. deviations and 
also system pressure, temperature. constant volume specific heat, 
mean square displacement, quantum corrections and radial 
distribution function • 

ffiiD!AT by s. M. Thompson. 

M.D. simulation of diatomic molecule fluids. Uses 12/6 Lennard 
Jones site site potential functions and a fifth order Gear 
algorithm for centre of mass motion. Angular motion is 
calculated by fourth order Gear algorithm with quaternion 
orientation parameters. Calculates system average configuration 
energy, kinetic energy, virial, mean square force, mean square 
torque and the associated R.x.s. deviations and also system 
pressure, temperature, constant volume specific heat. mean square 
displacement and quantum corrections-.. 

MDLIN by s. M. Thompson. 

M.D. simulation of linear 
Jones site - site potential 
algorithm for centre of 
calculated by fourth order 
orientation parameters. List 
as HMDIAT. 

MDLINQ by S. M· Thompson. 

molecule fluids. Uses 12/6 Lennard -
functions and a fifth order Gear 

mass motion. Angular motion is 
Gear algorithm with quaternion 
of calculated properties is the same 

11.0. simulation of linear molecule fluids. Uses 12/6 Lennard -
Jones site - site potential functions plus a point electrostatic 
quadrupole. Uses a fifth order Gear algorithm for centre - of -
mass motion. Angular motion is calculated by fourth order Gear 
algorithm with quaternion orientation parameters. List of 
calculated properties is the same as HMD!AT· 

MDTETRA by S. M, Thompson, 

M.D. simulation of tetrahedral 
Jones site 
algorithm 
calculated 
ori.en ta tion 
as HMDIAT. 

- site potential 
for centre of 
by fourth order 

parameters. List 

molecule 
functions 

fluids. Uses 12/6 Lennard
and a fifth order Gear 

5 
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MDPOLY by s. M. Thompson. 

M.D. simulation of polyatomic molecule fluids. Uses 12/6 
Jones site site potential functions and a fifth 
algorithm for cent~e of mass motion. Angular 
calculated by fourth order Gear algori.thm with 
orientation parameters. List of calculated properties is 
as HMDIAT. 

MDUIXT by W ~ Smith. 

Lennard 
order Gear 
motion is 
quaternton 

the same 

M.D. simulation of polyatomic molecule mixtures. Uses 12/6 Lennard 
Jones site site potential functions and a Verlet leapfrog 

algorithm f.or centre of mass motion. Angular motion is 
calculated by the Fincham leapfrog algorithm using quaternion 
orientation parameters. Calculates system average configuration 
energy, kinetic energy and virial and associated R.M.S. deviations 
and also pressure and temperature. 

MDMULP by W • Smith. 

M.D~ simulation of polyatorn.ic. molecule mixtures. Uses 12/6 Lennard 
~ Jones site - site potential functions and point electrostatic 
multipoles (charge, dipole and quadrupole). Long range 
electrostatic effects are calculated using the Ewald summation 
method. Uses a Verlet leapfrog algorithm for centre- of - mass 
motion. Angular motion is calculated by the Fincham leapfrog 
algorithm using qua tern ion orientation parameters. Calculates 
system average configuration energy, kinetic energy and virial and 
associated R.M.S. deviations and also pressure and temperature. 

HDMPOL by \.1, Smith'& D. Fincham. 

M.D. simulation of polyatomic molecule mixtures. Uses 12/6 Lennard 
Jones site - site potential functions and fra.ctional charges to 

represent electrostatic mul.tipoles. Long range electrostatic 
effects are calculated using the Ewald summation method. Uses a 
Verlet leapfrog algorithm for centre - of - mass motion. Angular 
motion is calculated by the Fincham leapfrog algorithm using 
quaternion orientation pa~:ameters. Caleulates system averdge 
configuration energy, kinetic energy and virial and associated 
R.M.s. deviations and also pressure and temperature • 

DENCOR by 1;r. Smith. 

Calculation of density correlation functions· Pt'ocesses atomic 11.0. 
data to produce the, Four:i.er tt'ansform of the particle density, the 
intermediate scattering functions and the dynamic structure 
factors. 
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CURDEN by w. Smith. 

Calculation of current density correlation functions. Processes 
atomic H.o. data to produce the C'ourier transform of the current 
density, the current density correlacion functions and their 
cemporal Fourier transforms. 

lU.J1 by D. M. Heyes. 

M.D. simulation of atomic fluids. Uses 12/6 Lennard - Jones site 
site 
- of 
and 

potential function and a Verlet 
-mass motion. Calculates system 
kinetic energy and associated 

pressure, temperature, mean square 
distribution function. 

HLJ2 by D. M. Heyes. 

leapfrog algorithm for centre 
average configuration energy 

R.M.S. deviations and also 
displacements and radial 

M.D. simulation of atomic fluids. Uses 12/6 Lennard -Jones site 
site potential function and a Verlet leapfrog algorithm for centre 
- of - mass motion. Calculates system average configuration energy 
and kinetic energy and associated R.M.s. deviations and also 
pressure, temperature, mean square displacements, radial 
distribution function and velocity autocorrelation function. 

HLJ3 by D. M. Heyes. 

M.D. simulation of atomic fluids. Uses 12/6 Lennard - Jones site 
site potential function and a Verlet leapfrog algorithm for centre 
-of -mass motion. The link- cell method is employed to enable 
large simulations. Calculates system average configuration energy 
and kinetic energy and associated R.H.s. deviations and also 
pressure, temperature, mean square displacements and radial 
distribution function. 

HLJ4 by D. H. Heyes. 

H.D. simulation of atomic fluids. Uses 12/6 Lennard - Jones site
site potential function and a Verlet leapfrog algorithm for centre 

of- mass motion. The algorithm allows either the temperature or 
the pressure to be constrained. Calculates system average 
configuration energy and kinetic energy and associated R.M.S. 
deviations and also pressure, temperature, mean square 
displacements and radial distribution function. 

HLJS by D. M. Heyes. 

M.D. simulation of atomic fluids. Uses 12/6 Lennard - Jones site 
site shifted potential function and a Verlet leapfrog algorithm for 
centre - of - mass motion. This method removes the discontinuities 
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at the potential cutoff radius. Calculates 
configuration energy and kinetic energy and 
deviations and also pressure, temperature, 
displacements and radial distribution function-

HLJ6 by n. M. Reyes. 

system average 
associated R.M.S-

mean square 

M.D. simulation of atomic fluids. Uses 12/6 Lennard - Jones site 
site shifted potential function and the Taxvaerd algorithm fa~ 
centre - of - mass mat:Lon. This algorithm is more accurate than the 
Verlet algodthma Calculates system average configuration energy 
and kinetic. energy and associated R.M.s. deviations and also 
pressure, temperature, mean square displacements and radial 
distribution function. 

HCRPH by D. M. Reyes. 

M.C. simulation of electrolytes. Monte Carlo program using 
restricted primitive model of an electrolyte. The potential is 
regarded as infinite for r d and Coulombic for r d. The 
properties calculated are the average configuration energy and its 
R.M.S. deviation, the pair radial distribution function and the 
melting factor. 

HSTOCH by w. F. van Gunsteren & o. M. Heyes. 

s.n. or M.D. simulation oE molecules in vacuo or in 
cell with solvent or lattice atoms (i.e. Langevin 
dynamics of large molecules). 

NDATOH by D. Fincham. 

a rectangular 
or B-rownian 

M.D. simulation of atomic fluids. Uses 12/6 Lennard Janes 
potential function and Verle·t leapfrog integration algorithm. 
Calculates system average configuration energy, kinetic energy, 
'lirial and the associated R.M.S. deviations and also system 
pressure, temperature, mean square displacement and radial 
distribution function. 

HDD!AT by D. Fincham. 

M.D. simulation of diatomic molecule fluids. Uses 12/6 Lennard 
Jones site site potential functions and the Verlet leapfrog 
algorithm for centre - of - mass motion. Angular motion is is 
calculated using the constraint algorithm. Calculates system 
average configuration energy. kinetic energy, virial and the 
associated R.M.S. deviations and also system pressure, tem~erature 
and mean square displacement. 
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MDDIATQ by D. Fincham. 

M.D. simulation of diatomic fluids. Uses 12/6 Lennard - Jones site 
site potential functions and a point quadrupole electrostatic 

term. Employs the Verlet leapfrog algorithm for centre - o£ - mass 
motion. Angular motion is calculated using the constraint 
algorithm. Calculates system average configuration energyt kinetic 
energy, virial and the associated R.M.s. deviations and also system 
pressure, temperature and mean square displacement. 

HDIONS by D. Fincham & N. Anastasiou. 

M.D. simulation of electrolytes. Uses exp/6/8 potential function 
and the Coulomb electrostatic potential. Long range interactions 
are calculated using the Ewald summation method. Uses the Verlet 
leapfrog algorithm for particle motion. Calculates system average 
configuration energy, kinetic energy, virial and the associated 
R.M.s. deviations and also system pressure. temperature, radial 
distribution functions, static structure factors and mean square 
displacements. 

!IDHANY by D. Fincham & W. Smith. 

M.D. simulation of po!yatornic molecules. Uses 12/6 Lennard - Jones 
site- site potential functions and fractional charges to represent 
electrostatic multipoles. Long range electrostatic effects are 
calculated using the Ewald summation method· Uses a Verlet leapfrog 
algorithm for centre o£ mass motion. Angular motion is 
calculated by the Fincham leapfrog algorithm using quaternion 
orientation parameters. Calculates system average configuration 
energy, kinetic energy and virial and associated R.M.S. deviations 
and also pressure and temperature• FORTRAN 77 standard program. 

CARLOS by B. Jonsson & S. Romano. 

M.C. simulation of a polyatomic solute molecule in an aqueous 
cluster. (i.e. a molecule surrounded by t.;ater molecules). The water 
- water potential is calculated using an analytical fit to an ab 
initio potential energy surface due to Matsuoka et al. The 
solute-solvent potential is optional. The program provides an 
energy and coordinate 'history' of the M.C. simulation. An analysis 
program CARLAN for processing the data produced by CARLOS is also 
available. 

MCN by N. Corbin. 

M.c. simulation of atomic fluids. Standard (Metropolis) 1:-f.onte Carlo 
program for atomic fluids. 
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SCN by N. Corbin. 

M.G. simulation of atomic fluids. Standard (Rossky,Friedman and 
Doll) MOnte Carlo program for atomic fluids. 

SHF by N. Corbin. 

M.C. simulati.on of atomic fluids. Standard (path integral method) 
Monte Carlo program for atomic fluids. 
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ALGORITHMS FOR CONS'l'ANT TEMPERATURE AND/OR CONSTANT PRESSURE ENSEMBLES IN 

MOLECULAR DYNAMICS SIMULATIONS OF ATOMIC LIQUIDS 

D. Brown and J.ILR. Clarke 

Conventionally molecular dynamics (MD) simulat.ions of liquids at equi

librium are carried out using the constant energy ensemble. This is the 

usual microcanonical (N,V,E) ensemble of constant number of particles, N, 

constant volume, V, and constant total energy, E 1 augmented by the fourth 

constraint of zero total linear momentum. over the years several schemes 

have been proposed for performing HD calculations in alternative ensembles 

more comparable with the usual laboratory conditions of constant tempera

ture and/or constant pressure. These include the (N,V,T) [1-4], the 

(N,P,H) and (N,P,T) ensembles [3,5] and also the N,g,Hl ensemble [6], where 

g is the stress tensor. In most cases the relevant articles (1-11] have 

concentrated on the theoretical justification of the methods and the re

sults obtained using them. In some cases results obtained from d2fferent 

ensembles have been compared [5,7-10} but in general little information is 

given of the specific algorithms used to integrate the different equations 

of motion. This can be disheartening for the potential user of these 

methods who finds that apparently rigorous mathematical expressions do not 

lend themselves to easy numerical integration and is thus left to ponder 

how the originator circumvented the problems. Having spent many happy 

hours in trying to develop ways in which some of the methods can be imple

mented in a MD program it may be of some use to relate these ideas to 

those most likely to be interested through the pages of this newsletter. 

Most of the ideas applied in what follows will be familiar to anyone who 

has ever 'Nritten a MD program but the context ~n which they are used may 

not be. The 'new' algorithms pre·sented for (N,V,T), (N,P,H) and (N,P,T) 

MD are by no means the last word and there is certainly room for improve

ment. They do work, however, and hopefully this article will spur others 

into revealing their better integration schemes. 

Given below are the five algorithms which have been recently compared 

in a series of five MD simulations on the well NOrn LJ argon system close 

to the triple point. The results from these s1.mulations will be presented 

and discussed in detail elsewhere· (12] .As has been found previously [7,9,10] 

all these methods produce essentially identical results for the thermody-

396AEi\ 

11 



namic properties, the velocity auto-correlation function and the time de·· 

pendence of the mean squared displacement. The first two algorithms con

tain nothing new but are included for completeness and for comparison with 

the three 'new' algorithms. The five MD algorithms are then:-

1\LG 'I Constant energy 

ALG ~Constant temperature, using 'ad hoc' rescaling [1] 

~G 3, Constant temperature, using the damped force method of Hoover [4] 

and Evans [11] 

ALG 4 Constant pressure, Andersen's method (3] 

ALG 5 Constant temperature and pressure, combination of damped force and 

Andersen's method. 

ALG 1, (N,V,E) 

The equations of motion are integrated using the 'leapfrog' form of 

the Verlet algorithm [10] 

v. (t + .6.t/2) ""V. (t- 6t/2) +F. {t) l>..t/m 
-~ -~ -~ 

I 1 .1 I 

I I .21 

v. ltl " IV. It- 6t/2l + v. It+ 6t/21l/2 
-~ -~ -l. 

I 1 • 3 I 

where 

V.lt- 6t/2) " IR. It) - •· It- 6t))/6t -l. -1. -1. 
I I .4) 

The total internal energy U( t) is calculated from the total potential 

energy, Cf?( t), and the temperature at time t, T( t). 

i\LG 2, (N,V,T) ('ad hoc' rescaling of velocities). 

In this case the only modification is that velocities at the previous 

half time step are scaled, so that 

v. (t + 6t/2) = v. (t - 6t/2 I~ + F. I tl 6t/m _, _, _, ( 2. 1 ) 

where 

N 
~2 131N - 1 )kT /m)/ E 

r ioq 
v2 < t -
-i 

l'lt/2) I 2. 2 I 

2 

396AEA 
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and Tr is the required temperature. The factor N-1 rather than N occurs 

in equation (2.2) as a result of the removal of three degrees of freedom by 

the constraint of zero total linear momentum. 

ALG 3, (N,V,T) (damped force method) 

This involves the integration of a modified set of Hamiltonian equa

tions of motion (4'] 

agi/m 
. 

(F. c<V. 1/m p. = p, - or v. = -
-l -l -l -l -l 

( 3. 1 I 

. 
p./m !\. q. = or = v. 

-l -l -l -l 
( 3. 2 I 

where a is a constant. For constant temperature we require that dT/dt ~ 0, 

N 
Since T = (m/3(N- 1)k) E V. 

i= 1 -L 
v. differentiation w.r.t. time gLves _, 

(2m/3(N - 1 )k) 
N 
E 

i=! 
v. 
-l 

substituting for v. 
-l 

t = 

and for T = 0 

from eqn.(3.1) 

(2m/3(N - I lkl 

N 
E F. 

i=l -J. 

Equation (1 ,1) now becomes 

gives 

N 
E (F. v. 

i~I -l -l 

N 

v. I E v. 
-L i=l -·l 

-

v. 
-l 

a:v. 
-·l 

v. 
-l 

( 3. 3 I 

. v. )/m 
-l 

( 3 • 4 I 

( 3 .5 I 

The constant a can be found by the following procedure. Firstly, we im

plement the Verlet algorithm, eqn. ( 1 .1), to obtain a projected <relocity 

V. ' ( t) which is different from the cons trained velocity V. ( t) 
-l -J. 

3 
396AEA 
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Then 

where 

V.(t) "'V.'(t)- o:V.(t)6.t/2m "'V.'(t)6 
-1. -l. -L -L ' 

~"" (1 + aL\tj2m)-l , 

I 3. 7 J 

13 .8) 

13 .9) 

The constant temperature condition requires 
N 

~ 
i== l 

v. 21tl• 
-l 

3(N- 1)kTr/m and 

since the constants a and ~ are ensemble properties 

N 
~2 -· I3IN- 1)kT /m) 1 Z v.• 21t) 

r i= 1 -1. 
( 3.10) 

It is unnecessary to calculate a and v. (t) explicitly since it is easily 
-l 

shown that eqn.(3.6) becomes 

V. (t + L\t/2) "' V. (t- L\t/2) 
. 1. -)_ 

12~- 1) + ~F. It) Ot/m 
-l . 

(3.11) 

Thus for the 'leapfrog' algorithm the damped force method reduces to simple 

scaling of the velocities and the forces at each integration step (for 

other algorithms this may not be the case). It does ensure that T(t) is 

constant at every time step whereas the method in ALG 2 only produces a 

mean constant temperature. 

_ALG 4, (N,P,H) (Andersen's method) 

In the constant pressure method of Andersen [3) the Hamiltonian for 

the system in terms of the scaled variables 

and 

can be written as [7) 

396AEA 

r. = R.;vl/3 
-~ -~ 
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v2!3 

2 
. m r. 
-l 

r. + __ , + (1/21M'J 2 

where V is the volume of the system, M is a constant and PE is the exter

nal pressure. The first two terms are exactly equivalent to the internal 

energy, U, of the particles of the system whereas terms three and four are 

the kinetic and potential energy associated with the change in volume. 

The conserved quantity is the total energy H associated with the Hamilton

~an given in eqn,(4.3), The ensemble average <H(t)> differs from the en

thalpy of the N-particle system by 1 /2kT which is the average kinetic en-

ergy associated with the volume functions i.e. <1/2 MV 2(t)>, 

The coupled Newtonian equations of motion for this system have been 

given previously [7]. 

r. = F./mvl/ 3 - (2/3)i. V/V 
-1. -l -1. 

V=(P-PE)/M 

P is the calculated pressure in the system and is given by 

P"" (1/3V) 
N 

( E 
i= l 

m(l?./m) • (p./m) + 
-L -l 

F .. ) 
-l] 

(4.41 

( 4. 51 

C 4.6 I 

Where R .. = R. ·-1.] -1. 
R. and F .. is the force on molecule i due to molecule j. 
-] -1.] 

The direct application of the 'leapfrog' algorithm to integrate eqn. 

(4.4) is not possible because of the term involving i· However, this dif

flculty can be overcome by transforming the equation back into cartesian 

space [14], Differentiating eqn.(4.1) w.r.t. time g1.ves 

R. V/3V) 
-l 

( 4. 71 

which defines the relationship between the momentum and the velocity, 

· r'.v 113 I s1.nce -1. = .!2.i m, as 

p.fm = R. - R. V;Jv 
-1. -1. -1. 

(4 .81 

Differentiating eqn.(4.7) w.r.t. time and substituting for r. and r. in 
-l -L 

eqn, (4.4) gives 
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R. = F.jm + (R./3V) IV- (2/3) (V/V)2) 
-J. -J. -1. 

(4 .9) 

which can be integrated as we do know R. and R. at the time t. 
-1. -L 

A similar problem exists in the integration of eqn.(4.5) as strictly 

speaking the momenta at time t are needed to evaluate the pressure from 

eqn.(4.6) but these are generally calculated after eqn.(4.9) has been in

tegrated. The procedure adopted is to evaluate the k1.netic contribution 

to the pressure, NkT/V, using an approximation to the momenta calculated 

from the previous two time steps, p.(t) ""2p.(t- 6t)- p.(t- 2Lit), and 
-l. -1. -1. 

to combine this with the potential part evaluated at the present time step 

to obtain a pressure, P{ t). The approximation used is simply the result 

of applying Verlet's algorithm to momenta rather than positions and J.gnor

ing the terms in llt2. A test of the stability of the numerical integra

tion of eqns. ( 4 .5) and ( 4. 9) using the method outlined 1s the constancy of 

the total energy, H, of the system given by the Hamiltonian, eqn.(4.3). 

Prior to integrating the equations of motion of the particles the 

Verlet algorithm is used to obtain V(t + llt) and V(t) as follows 

V(t + l'lt) =: 2V; (t) - V(t- 6t) + (P(t) - P )6.t2/M 
• E 

V. (t) =: (V(t + l'lt) - V(t- l'lt))/2/';t 

' 
The leapfrog algorithm for updating the velocities in ALG 4 becomes 

v. (t + 6.t/2) "" v, (t - l'lt/2) 
-1 -1 

r z(vlti)'J + ~Ki(t)/m + (Ri(t)/3V(t))(V(t)-) V(t) .6.t 

The remaining steps in the algorithm are as in ALG 1. 

ALG 5, (N,P,'r) 

(4 .1 0) 

( 4. 11 ) 

( 4. 'I 2) 

In ALG 5 the methods used in ALG 3 and ALG 4 are combined. Projected 

velocities at time t are calculated using 

V. I (t) ~ V. (t - 6t/2) 
-1 -J. Is. 1 I 

+ [£
1
itl/m + IR 1 it)/3V(t))(V(t)- zv2(t)/3V2(t)] j~t/2 
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Eqn.(4.8) is then used to calculate the projected momenta at time t 

n. '(tl/m = V. ' ( tl - R. (tiV(ti/3V( tl ..... ~ -~ -~ 

and thus the scaling factor, f3, from 

N 

~ 2 =(3(N- 1lkT /ml/ ~ (p. '(tl/ml 2 
r i:: 1 -~ 

It is then straightforward to show that the leapfrog algorithm for 

updating the velocities becomes 

(R. (ti/3V(tl )lV(tl 
·' 

( 5. 2 I 

( 5. 3 I 

( 5.4 I 

It is important to note that in the constant pressure methods that the vel

ocity of a particle is dependent upon its position since from eqn.(4.8) 

R. ""' p./m + R.V/3V 
-l -l -.1. 

So if at a particular time t the s.Ldelength of the MD cell is L then the 

velocities of its images are, for the x-direction, 

so that 

Therefore, both the position and velocity of a particle have to be altered 

if a boundary is crossed. It is also worth noting that the time dependence 

of the particle mean squared displacements, <R2>(t), was evaluated as 

<R 2> ( t) = <N- 1 E 
io::: 1 

so as not to include any displacements due to volume fluctuations in the 

constant pressure simulations, <3.nd similarly the auto-correlation function 

for the 1 velocity 1 was calculated from 

<;,ltl =:: M-2<p. (a) • n. (t)> 
-'-1 $...1. 
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GRAND ENSEMBLE MONTE CARLO 

David Nicholson 

For some years now we have made extensive use of grand 

ensemble ( u v, T' ) simulations in the study of adsorbate 

phases. 1 This choice seems a natural one for such systems since 

experimental data are very often coLlected isotherms 0 f 

surface excess versus pressure as an independent variable. The 

very low pressures frequently employed in adsorption work, are 

of course readily calculated from The use of this technique 

although by now fairly familiar, raLses some questions which may 

be of interest to other practitioners. 

The algorithm for carryLng out GEMC work can be 

constructed Ln slightly different ways. Our initial method ( 

when we also believed that we were the first to apply the 

technique to non-lattice systems ) used a mixture of real and 

ghost particles with a fixed total number, in which creation or 

destruction steps could transfer particles from one category to 

the other. Subsequently we adopted the method proposed by Norman 

and Filinov which LS more economical in the use of computer time. 

The decision for a creation/destruction attempt is determined by 

the conditions: 

exp(-~E/kT) ~ RN 

[1 + 
N + 1 
zv 

[ 1 + !iY..__ 
N 

-1 
exp(L'lE/ltT) J RN 

-1 
exp(L'lE/kT)] >_.. RN 

19 

(move) 

(create) 

(destroy) 



where 6E is the change in energy for the proposed step en the 

chain, Z is the activity, N the number of particles, V the volume 

of the box and RN a random number Ln the interval 0 ' 1 ) The 

activity can be expressed Ln terms of the chemical potential u 

3 
exp(u/kT)q //1. 

rot 

The realisation of the Markoff chain is straightforward. Each 

step LS an attempt to MOVE, CREATE and DESTROY molecules. Under 

the constraint imposed by detailed balancing equal numbers of 

creation and destruction steps should be attempted. This leaves 

the programmer free to choose the fraction of trials devoted to 

moves out of the total numbers as well as the maximum step length 

as LS usual for canonical ensemble simulations. 

0 ne problem which particularly vexed early work 1s that of 

applying long range corrections. Although perhaps obvious with 

hindsight, it did not seem apparent initially that ( a chosen 

variable) would require any correction of this kind. However 

such a correction in fact essential because density 

fluctuates during a run, and when incorporated, accounts for the 

discrepency between grand ensemble and the more tedious 

canonical ensemble calculations of the transition from the liquid 

to vapour phase in argon.l,3,4 Adsorbates are of course 

uniform so that long-range correction becomes somewhat 

problematic for these but suitable methods can be found, 

least for non-polar 

To highlight 

5 
species 

the use of the GEMG method it 

non-

more 

at 

is 

interesting to examine some MD simulations on 20 adsorbed Ar.6 

These of course were carried out with fixed N and snapshots for 
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some runs showed solid-like and gas-like ( and less 

clearly liquid-like ) areas of co-existence. One might ask -what 

would become of such a system if GE creation/destruction trials 

were switched into the system ? Clearly there would be a tendency 

for the less dense regions to fill or the more dense to empty 

until a (statistically ) uniform density was achieved. The fixed 

number chosen this example must Ln fact correspond to a 

physically unstable state. But in that case what significance can 

be attached to the local structure in the dense and rarefied 

regions ? Is the system large enough to claim that these 

correspond to co-existing stable states, and if so how might one 

go about analysing properties such as distribution functions. 

Clearly one recourse for getting away from manifestly unstable 

states in MD or canonical MC LS to choose a new value for N. But 

it by no means always clear, especially dealing with 

systems possessing density gradients! whether a gLven (N,V,T) or 

(N,VJE) corresponds to an unstable stable or metastable state. 

Indeed we have found that metastable states can continue quite 

happily for several million configurations Ln a converged, or at 

least apparently converged, simulation run 7 

The last observation in fact also underlines another 

advantage of us~ng GEMC LU that, at the expense of calculating 

the pressure virial, it is possible to compare free energ~es for 

two such apparently converged simulations in order to determine 

which is the more stable. It may be of course that the free 

energy minimum can only be easily reached from an initial 

configuration which the simulator never even dreamt of, and which 
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is hidden behind ergodic barriers from all those which he/she has 

tried. 

It may be argued then that the reasons for applying the grand 

ensemble method to this type of investigation are very 

compelling. But are there disadvantages, apart from the trivial 

( ! ) one of extra programming ? One difficulty is the choice of 

the parameters, maximum step length, and aCD the fraction of 

creation or destruction trials. Criteria for these seem to be 

somewhat arbitrary at the best, so that the extra freedom of 

choice is not altogether welcome, but in many cases the freedom 

is less real that might appear. 

It easy to h h ; f ,1 s ow t at _._ ...,. is the fraction of trials 

] 
accepted and aM a 1 that of the move 

CD 
and creation/destruction 

trials respectively, then 

;j} 1 1 1 
~ (a - a M) a + 0 

M CD " where aCD " the fraction of trials which are either creation or 

destruction out of the total. I t " possible of course to 
] 

regulate al by changing the maximum step length, 
M 

but a ·.:':D cannot 

be easily regulated in a similar way. It turns out that this 

quantity oan be quite a small fraction (.001) when there is a 

sharp boundary between the dense and rarefied parts of the system 

(e.g. for a monolayer near to completion), but higher by perhaps 

an order of magnitude, for multilayer simulations. For practical 

purposes therefore the overall acceptance fraction LS 

l 
a 

1 
a M 

Obviously most of the creation or destruction occurs Ln the less 

dense regLons, but because of the non-uniformity of the system, 

the variations in density gradient so caused will influence 
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possible moves in the more dense regions of the adsorbate. 

How can the optimum values for .r and 1 be decided ? 
M 

a 

Clearly systematic investigation would be very time consuming. 

Our own experience suggests that vastly increasing a does 
CD 

not 

significantly affect thermodyarnic quantities and intuitively i t 

would seem that a low value for "en is preferable since there 

should be several passes for each creation/destruction in order 

that relaxation can occur. The extra time involved in attempting 

creation or destruction is also a disadvantage of the method. 

However this is not quite as demanding as might at first appear. 

In the first place the rejection of a creation attempt usually 

occurs because the new particle overlaps too much with its 

neighbors - a situation which can be trapped immediately at the 

beginning of the CREATE subroutine.Secondly both the CREATE and 

DESTROY subroutines involve far fewer programming steps than the 

MOVE subroutine. For these reasons the computing time per 

configuration LS substantially lower than in a canonical ensemble 

simulation. 

Another problem, the need to reorder the indices referring 

to a large number of molecules after- a successful destruction 

step, can also be circumvented. This LS done by updating a 

vector, LOC (I) whose elements are associated with those 

molecules which are currently in existence The array elements 

( IS say) of these molecules are obtained by running through the 

index I~ l,NMOL with lS ~ LOG (I). Detroyed molecules are placed 

Ln the section of the LOG vector not accessed Ln the DO loops. 

Most of our work with the grand ensemble technique has been 
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directed towards the investigation of the rare gas/ graphite 

adsorption system, where we have found repeatedly that apparently 

converged runs can be obtained on either of the branches o E a 

phase transition. It is particularly frustrating to see a run 

reach apparent stability over perhaps a million or <o 

configurations and then suddenly begin to eject particles rapidly 

before achieving a new plateau, and it would indeed be valuable 

to have new or additional techniques which could speed up the 

stabilization process. Force bias applied to the external field 

part of the potential is a promising candidate. However the very 

existence oE this type of phenomenon lends support to the 

conviction that a method of this type is essential if one LS to 

be assured that simulation data for stable phases is being 

acquired. 
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HOLECULAR GRAPHICS USING THE DAP 

Rod Hubbard and David Fincham 

We have recently been exploring the use of the DAP in drawing 
realistic pictures of molecules. By 'realistic' we mean the type 
of picture often kno~n as 'shaded space-fi1.ling'. An example 
appears in figure 1, though it is unlikely that tile reproduction 
does full justice to the original which is a colour transparency. 
These pictures have the following features. The individual atoms 
are represented by spheres of the appropriate van der Waal's 
radius; and are coloured according to atom type or some other 
relevant criterion. The spheres are shaded as if illuminated by a 
point source, to g1ve an impression of shape; full removal of 
hidden surfaces is carried out. 

Such computer-generated pictures are replacing laborious model 
building as a way to display the structures obtained by 
crystaJJographic techniques. This is more tl1an just an exercise 
in producing pretty pictures as, particularly for the large 
molecules of biochemical interest, the chemical behaviour of tl1e 
molecule is very much dependent on its shape and its surface 
topography. The space-filling picture then becomes an important 
research tool in studying biochemical activity. 

At present these pictures can be produced by raster-graphics 
terminals which are usually driven by mini-computers. However, 
this is a slow process. For example the insulin dimer shown in 
figure 1 would take several minutes to draw because of the 
extensive computations involved. There are two aspects to the 
computations; the removal of the hidden surfaces, including the 
calculations of the correct intersections between the parts of the 
atoms that are visible, and the shading to get the effect of 
illum1nation, involving the specification of an intens1ty value 
for each point in the picture. Typically raster pictures consist 
of a 5l2x512 array of pixels (picture elements) so there are over 
a quarter of a million values to be specified. The reader will 
begin to appreciate why the most powerflll Cray computer has been 
sold to a Hollywood movie co1npany! However, this is a mis-use of 
such a machine. For most purposes computer-generated raster 
pictures need no more than 8 bit data values for each pixel, 
allowing 256 distinct sl1ades, and the use of a 64 bit 
floating-point processor to calculate them is a real case of 
overkill. 

The potential and suitability of the DAP in tackling this problem 
should be obvious to all regular readers of this Newsletter. 
First, it consists of a square 64 by 64 array of processing 
elements working in parallel, so it is possible to process 4096 
pixels simultaneously. Second, the processing elements can 
perform arith1netic at any required precision, and the lower the 
precision tl1e faster the macl1ine goes, 
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Our approach is the following. The complete picture of 512 by 512 
pixels is divided into blocks of 64 by 64. For each block t~o DAP 
matr1ces are stored, an INTEGER*! matrix of colour levels (l .e 8 
bits) and an INTEGER*Z matrix of z-values, the z direction being 
perpendicular to the plane of the picture. 

For each distinct type of atom in the picture to be displayed we 
pre-compute a correctly shaded sphere within a similar 64 by 64 
block, but outside the main picture store. The DAP Fortran 
routine to do this is shown in Figure 2. Each pixel is given an x 
and y index (with the origin at the centre of the bloc!c) and the z 
value of each pixel, SQRT(Rl.-(x'1. + l·)), is calcu.lated. Also for 
each pixel an intensity level bet~een 0 and 15 is defined; for a 
sphere illuminated from the front the intensity is simply 
proportional to z. 

To draw the picture we loop over atoms one by one. A simplified 
version of the code which adds an atom into the picture is shown 
in figure 3. A copy of the previously computed sphere of 
appropriate radius is simply shifted, using built-in DAP Fortran 
shift functions, so that it occupies the correct positlon ready 
far copying into the appropriate picture block. (Extra code is 
needed to handle the case where the atom overlaps boundaries 
between picture blacics). Both tile intensities and the z values 
are shifted, the colour bits are added into the intensities, and 
the z value of tile atom centre is added to the sphere values. 
Where the resultlng z values of the atom are greater than those 
already existing in the picture (i.e. a part of tile ne\~ atom lies 
in front of· the picture that has been created so far), hhe 
appropriate picture intensity and z values are updated with the 
atom values. This simple technique determines the correct 
intersections between the spheres ~ithout any geometrical 
calculations being required. 

We have indeed found that the DAP is extremely effective in 
producing molecular pictures. The picture of insulin shown, which 
has about 900 atoms, took only half a second to calculate, and 
this is before any attempts to optimise the program. Smaller 
molecules are correspondingly quicker to compute. This opens up 
two exciting possibilities. 

First, it should be possible to produce motion pictures to study 
dynamical processes. ~)embers of CCPS are mostly interested in 
systems of many simple molecules, and here the application would 
be to study collective dynamical effects of a complicated nature 
which it is difficult to cl1aracterise in terms oF simple response 
functions. Another group of people who could make use of sucl1 
mov~s are the protein chemists. It is being increasingly realised 
that dynarnicaJ properties are crucial to rnany aspects of 
biological function, and the productl.an of a movie is an 
unparalleled aid to understanding the behaviour of a sirnulated 
model syste:n. Very few suc~1 movies have been made to date because 
of the slo~ness of production oF individual frarnes on conventional 
systerns. Now that we have demonstrated the ability of the DAP to 
perform these calculations we are trying to obtain funding to 
attach a high speed graphical output and recording systern to 
facilitate 1novie-making. 
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Second, it is well known that ICL have plans to develop a smaller 
DAP in an interactive workstation environmer1t. This work has 
demonstrated that it should be possible to produce real-tirne 
molecular modelling systems involving both graphical display of 
space-filling pictures with the necessary computational back-up 
such as energy 1ninimisation calculations. 
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c 
SUBROUTINE SPHEREGEN(JRAD,SPHEREZ,SPHEREI) 
1NTEGER*1 IRAD~SPHEREZ (, l ,SPHERE I (') 

C this ~ubroutitle generates a 64*64 pixel shaded sphere of 
C radius 1RAD 
c 

c 

c 

REAL*.3 Z (,) 
INTEGER*2 SQUARES(,),!NDEXVEC2(l,IRADSQ 
INTEGER INDEXVEC(J 
LOGICAL SPHERE(,) 

IRADSO..,LENGTH(IRA0,2)**2 
CALL X~~SHORTINDEX(INDEXVECo-31) 
INDEXVEC2=INDEXVEC**2 
SQUARES=MATC(INDEXVEC21+MATR<.!NOEXVEC2l 
SPHERE=SQUARES.LT.!RADSQ 
Z=i<l.0 
Z (SPHERE) =SQRT (FLOAT (LENGTH (I RADSQ-SG!UARES '.3) ) ) 
SPHEREI=Q) 
SPHEREICSPHEREl=(16.0*Z/IRADl-0.5 
SPHEREZ=Z+i11.5 
TRACE 5(SPHEREI) 
RETURN 
END 

SUBROUTINE ADDATOM(lB,JB~MOVEX,MOVEY,!COLtZCENTRE 
1 oSPHEREZ·SPHEREI 
2 ,PICTUREZ,PICTURE!) 

INTEGE:R IB,JB,MOVEX,MO'v'EY 
INTEGER*! !COL 
!NTEGER<·2 ?CENTRE 
INTEGER*l SPHEREZ(,),SPHEREIC,) 
INTEGER*2 PI CTUREZ ( , , 8, ;3) 
INTEGER·lH PICTURE I (, ,8,;:::;) 

C This sub~~outit1e adds at atom into the pictul·e. Its centl~e is in 
C the block ( IB,JB). The pl~eviously •:Jenepated sphi:!l'e needs to be 
C shifted by (MQVEX,MOVEYl pixels. Tf1is simplified version does 
C net handle atO!J)S going avel~ bloch bcundal•ies, nor does it handle 
C negative shifts. 
c 

c 
c 

c 

c 

INTEGER*2 TEMPZ(j) 
INTEGER*l TEMPI(,) 
LOGICAL SPHERE (,),MASt'\ (,) 

SPHERE=SPHEREl.NE.ill 

TEMPI=SHSC(SHEC(SPHEREI,MOVEX),MOVEY)+ICOL 
TEMPZ=SHSC<SHECC.SPHEREZ,MOVEX),MOVEY>+ZCENTRE 

MASK=TEMPZ.GT.PICTUREZC,,IB,J8l 
PICTUREZ<:MASK,IB,JBl=TEMPZ 
PICTURE! n1ASf-\, IB,JBl=TEMPI 

RETURN 
END 
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by D. M. Heyes 

Perhap:; the most helpful wey of analysing liquid state collective motion 

is via time correlaticn ftm.ctions, which are used to represent the relationship 

between a system property with another (or the same} property at a later time. 

As a liquid has no long-time permanence of structure, then functions which 

measure eystem quantities at one time relative to another are therefore usually 

the most meaningful means of characterisation. We concentrate here on the 

specific example of the shear stress autocorrelation function {or SACF), [1], 

although the treatment is very similar for most other correlation functions. '.!he 

SACF is defined by, 

Cxz<tl= < Pxz<Ol Pxz<tl >I <<Pxz<OJ)2 >, 

where < ••• > denotes a statistical average over time origins and where Pxz(tJ is 

the xz off-diagonal comp:ment of the pressure tensor ( or shear stress) , which 

is defined at the microscopic level by, 

N 
Px:z = V'"l [ ~ ffii VxiVzi 

i=! 
'" + ~~ XijZijFij/rij 

~L.j 
1 ' (2) 

where V is the molecular dynamics (MD) cell's volume; N is the number of 

molecules in the MD cell; mi is the mass of molecule i; Vxi and Vzi are the x 

and z compJnents of the velocity of molecule i; rij is the sep:iration between 

molecules i and j; Xij and Zij are the x and z components of riji 

Fij = (d/drl ~<rijl, (3) 

where, 

-1-
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¢(r) = 4E((<r/r)l2- (.r/r)6), (4) 

and ~(r) is the Lennard-Janes (LJ) pair p:::~tential which is used here.. Any 

off-diagonal comp:ment of the pressure tensor (e~g .. , xy or yz) could be 

considered but here the xz comp;:ment is arbitrarily chosen.. In practice all 

three comp:ments would be considered to improve the statistical accuracy with 

little extra work. Here the Pxz (t) is evaluated at times serarated by the same 

time interval 1:1 t (which is written as DT in FOR'IRAN) • Hence the times are, t = 

(i~l)Ll t, where i ranges from 1 to NTIM, which is the number of time steps in the 

correlation function. The shear stress needs to be stored for up to the previous 

(NriM-1) time steps in array Cl<ZO (NTIM). I favour calculating the SACF during 

the MD run and .QQt as a r:ost-simulation calculation fran catalogued Pxz (t) 

(mainly because any unnecessary dataset rnanip.:~lation is frequently very time 

consuming in terms of human effort!) • 'Ihe practical details of the reconmended 

scheme are outlined in Table 1. In this at;plication a time origin is started 

every time step. The necessary programming falls into three quite distinct 

regions. 

(a} Read in parameters and array CXZ {containing the digitised discrete 

urmormalised SACF) if the calculation is to be continued from a previous run. 

Initialise the SACF integer accumulators. 

(b) Each time step multiply the current shear stress components by their 

previous values taken from a maximum of {NTJM-1) time steps in the immediate 

past. 

{c) At the end of the run obtain the SACF = Cxz(T), where T=(I-l}*DT and DT 

is the time step duration, by dividing CXZ (I) by N'ltJ ( the number of time 

origins accumulated so far ) o Here I ranges from 1 to NTIM. Note that it is 

necessary for NR (the number of time steps performed in the present run) to be 

an integer multiple of NTIM - rarely a serious restriction. '!his avoids problems 

associated with normalisation. 'Ibis is performed in the program by the 

assignment of an arbitrarily large negative integer (-5000 in the example shavn 

-2-
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in Table 1) into NST(IOR} for any time origins started within (N'l'IM-1) time 

steps nearest to the end of the run. 

[11 D. Leve&Jue, L. Verlet and J. Kurkijarvi, Phys. Rev. A, ;;, 1690-1700 

(1973). 
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Table 1 

Evaluatioo of the Shear Stress Autocorrelation function {SACF') : 

The FORTRAN Code Appropriate to the Lennard-Janes systema 

C NOI'E THAT CM.Y THE ESSENTIAL FORJRl\N CCDE IS GIVEN. 
C N IS lliE NUMBER OF J:J li'IDMS. 
C Dr IS lliE TIME STEP IXJRATION IN LJ UNITS. 
C RHO IS lliE DENSITY IN J:J UNITS. 
C SG IS lliE J:J ' SIGMA' IN MD BOX UNITS. 
C CU IS lliE JNTERAcriON 'IRUNCATION DIS'l:l\NCE IN UNITS OF SIGMA SQUARED. 
C RX(I) ,RY(I) ,FZ (I) ARE THE LJ =RDINATES IN UNITS OF 
C THE MD CELL SIDELENGlli. 
C DX (I) ,DY (I) ,oz (I) ARE THE FOSITION INCREMEN'lS IN VERLET' S ALGORITHM. 
C NTIM IS lliE NUMBER OF TIME STEPS IN TilE ACF. 
C NOR INDICATES HCW MANY TIME STEPS BACK THE ACF 
C ACCUMULAIDRS ARE ACCESSED AT STI\GES IN TilE RUN. 
C IOR IS TilE ARGUMENT OF NST ( •• ) • 
C NST(IOR) RCLDS TilE TIME STEP INDICAIDR IT 
C FOR ~'IME ORIGIN IOR. 
C NR IS THE NUMBER OF TIME STEPS lliiS RUN. 
C THE UNNORMALISED SACF IS ACCUMULATED IN ARRAY CXZ (N!'IM). 
C PXZO (NTIM) CCNTAINS THE TIME STEP SHEI\R S'IRESS UP ID CNTIM-1) 
C TIME STEPS BACK IN TilE :maT. 
C N'IOT IS TilE IDTAL l'UMBER OF ~'IME STEPS FROM ALL RJNS UNTIL 
C THE END OF THIS RUN. 
C NT IS TilE NUMBER OF TIME STEPS READ IN FROM THE PREI/IOUS RJN. 
c 
c 
c 

SG=(RHO/FLCAT(N))**(l.0/3.0) 
002=SG*SG 
002I=l.0/002 
SG3=002*SG 
CEV=l.O/(SG*DT) 

C THE INTERACTION 'IRUNCATION DIS'll\NCE IS HALF THE MD CUBE SIDELENGlli 
CU=l.0/(2.0*SG) 
CU2=CU*CU 

C IF IP EX)UALS 0 ZERO SACF ACCUMULAIDRS 
IF (IP.NE.O) GOTD 99 
NT=O 
DO 100 I=l,NTIM 
CXZ (I)=O.O 

100 CCNTINUE 
NID=O 

99 CONTINUE 

c 

IOR=O 
IT=l 
NJR=O 
N'IOT= Nl'I-NR 

C MAIN m:JGRAM STARTS HERE 
c 
6 CCNTINUE 
C ZERO FORCE CCMPONENT ARRAYS 

DO 110 I=l,N 
EX(I)=O.O 
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FY(I)=O.O 
FZ(I)=O.O 

110 CCNTINUE . . . 
C EVALUATE FORCES AND THE SlliUCIURAL PART OF THE SHEAR SlliESS 

PJIZS=O .0 
DO 120 I=1,N-1 
DO 130 ,J=I+1,N 
X=RX (I) -RX (J) 

Y=RY (I) -RY (J) 
Z=Rl (I) -RZ (J) 

C APPLY PERIODIC BOUNDAAY OCNDITIONS 
X=X-lNTC2.0*l0 
Y=Y-lNT(2.0*Y) 
Z=Z-lNT(2.0*Z) 

C EVALUATE TilE SEPARl\TION s;)UMED IN UNITS OF SIGMA s;)Ul\RED 
RR= CX*X+Y*Y+Z*Z) *SG2I 
IF (RR.GT.CU2) GOID 140 
RRI=1.0/RR 
R6I=RRI*RRI*RRI 
Rl2I=R6I*R6I 
FF=(Rl2I+Rl2I-R6I)*RRI 
PliZS=PliZS+X*Z*FF 
FX(I)=FX(I)+X*FF 
FY(I)=FY(I)+Y*FF 
FZ(I)=FZ(I)+Z*FF 
FX(J)=FX(J)-X*FF 
FY (J) =FY (J) -Y*FF 
FZ(J)=FZ(J)-Z*FF 

140 CCNTINUE 
130 CCNTINUE 
120 CCNTINUE 

PJIZK=O.O 
DO 150 I=1,N 
FX(I)=FX(I)*24.0*DT*DT 
FY(I)=FY(I)*24.0*DT*DT 
FZ(I)=FZ(I)*24.0*DT*DT 
VELX=DX(I)+O.S*FX(I) 
VELY=DY(I)+O.S*FY(I) 
VELZ=DZ(I)+0.5*FZ(I) 
PXZK=PJIZK+VELX*VELZ*CFV*CFV 

C UPDATE IDS IT ION INCREMENTS 
DX(I)=DX(I)+FX(I) 
DY(I)=DY(I)+FY(I) 
DZ(I)=DZ(I)+FZ(I) 

C UPDATE IDSITIONS AND APPLY PERIODIC BOUNDAAY CONDITIONS 
RX (I) =RX (I) -INT ( (RX (I)-{) .5) *2 .0) 
RY (I) =RY (I) -lNT ( (RY (I)-{) .5) *2 .0) 
RZ(I)=Rl(I)-INT((RZ(I)-{).5)*2.0) 

150 CCNTINUE 
C CALCULATE THE b1lEAR S'IRESS IN W UNITS 

PliZ=SG3*SG2I*PXZS*24.0+SG3*PXZK 
C CALCULATE THE SHEAR S'IRESS AU'IOOORRELATION FUNCTION 

NOR=NCR+1 
IF (NCR. GT. NTIM) NOR=NTIM 
IOR=IOR+l 
IF (lOR. GT. NTIM) IOR=1 
PXZO (lOR) =PXZ 
NST (lOR) =IT 
IF (IT.GT. (N&-NTIM+l)) NST(IOR)~SOOO 
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IF (IT.LE. (NR-NTIM+ll) N'IO=N'IO+l 
00 160 IS=1 ,IDR 
JOR=IT+1-NST(IS) 
IF (JOR.GT.NTIM) GaiD 170 
CXZ (JQR) =CXZ (JQR) +PXZO (IS) *PXZ 

170 CONTINOE 
160 CONTINOE . . . .. 

IT=IT+l 
NJ:'oNT+l 
IF (NT.LT.N'IOTl GaiD 6 

• . . 
C AT THE RID OF THE RIJN: 

CXZS=CXZ (1) IFLOAT(N'IO) 
00 180 I=1,NTIM 
CXZl=CXZ(I)/CXZ(l) 
T=FLOAT (I-ll *DT 
WRrrE(6,190)I,T,CXZl 

190 FORMAT(I7 ,2F12.8) 
180 CONTINOE 

SIDP 
END 

35 
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I. D.M. Heyes 

LIIIBI\R 1\ND NCN-LIIIBI\R RElliDNSES OF DENSE LIQUJ:m 

In the modern world it is increasingly necessary to make things in the 

shortest p:~ssible time. 'nlis often involves ar::plying extreme conditions to a 

material which, for example, could be used as an interface between other 

materials [1-3] or be moulded into a desired shape. To achieve the best results 

it is useful to understand the mechaniEm by which these materials respond to 

rapidly changing conditions. For example, the rheological properties of fluids 

are of particular irn[X>rtance to chemical and lubrication engineers who 

freq:uently encounter non-newtonian flew phenomena such as shear thinning (a 

decrease in shear viscosity with increasing shear rate), shear thickening (an 

increase in shear viscosity with increasing shear rate) and the behaviour of 

other non-newtonian materials, such as exhibited by the class of comp:mnds known 

as Bingham plastics. 

It would be interesting to discover what factors are needed in the 

characteristics of a molecule to produce the observed behaviour in these fields. 

It has been shown I4-6] that there is a remarkable similarity between the 

response of many complex materials, such as glasses, lubricants at high 

pressure, J;Olyrner solutions and melts and those of simple model liquids to 

sudden changes in ar:plied conditions. It has been revealed that even the 

Lennard-Janes (IJ) liquid exhibits many featur-es in common with the al:ove more 

complex materials and it is currently being used in MD to provide a mechanistic 

frame.work on which to base analytical representations of polymer, glass and 

pressurised-lubricant non-linear viscoelastic behaviour. Provided appropriate 

normalisation with respect to internally derived char-acteristic timescales is 

made, these disparate systems manifest very similar reductions in relative shear 
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viscosity when shear rate increases. Th.e effect of shear straining implanented 

during MD, or in an integral equation formulationv has already' gone part wey 

towards establishing the theoretical ground-rules which bring alxlut these corrmon 

features [1-61. In particular, a coupling of shear and 'bulk' structural 

distortions from the equilibrium structure seems essential to account for. 

certain fascinating viscoelastic properties .. 

It is hoped that such simulation and theoret.ical treatJnents will be useful 

in interpreting a wide variety of technologically imt:ortant roles for liquids 

both in the liooar [7-8] and non-linear regimes [1-6]. 

[11 'A Viscoelastic Free Volume Theor.y of Traction in Elastohydrodynamic 

Lubrication 1 , 

by D.M. Heyes and C.J. Montrose, in 'International Conference on Fundamentals 

of Tribology', (M.I.T Press, Carob. MS, 1980), eds. N.P. SUh and N. Baka. 

[2] 'Nonlirear Shear Stress and Thermal Effects in E\.llly Plooded 

Elastohydrodynamic Line Contacts', 

by D.M. Heyes and C.J. Montrose, ASME J. Lub. Tecbnol., ~Jl;l, 459-465 <1980). 

[3] ''lhe Use of Line and Point Contacts in Determining Lubricant Rheology 

under Low Slip Elastohydrodynamic Conditions 1 , 

by D.M. Heyes and C.J. Montrose, ASME J. Lub. Technol., J,Q~, 280-287 (1983). 

f4] 'Comparison of Viscolelastic behavior of Glass with a Lennard-Jones Model 

System', 

by S .. M. Rekhson, D.M.. Heyes, C.J. Montrose and T6Ao Litovitz, J .. Non-Cryst,, 

solids, Ja & J3, 403-408 <1980l • 
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[5] 'Time DeJ;endent Nonlinear Shear Stress Effects in Simple Liquids: A 

Molea.tlar Djnamics Study', 

by D.M. Heyes, J.J. Kim, C.J. Montrose and T.A. Litovitz, J. Chern. Phys., l~, 

3987-3996 (1980). 

[6] 'Viscoelastic Shear 'ttlinning of Liquids: A Molecular Dynamics study', 

by D.M. Heyes, C.J. Montrose and T.A .. Litovitz, J. Chern. Soc., Faraday Trans. 

II, <a, 611-635 (1983) • 

[71 'Self-Diffusion and Shear Viscosity of Simple Fluids - A Molecular 

Dynamics Study' , 

by D.M. Heyes, (in press J. Chern. Soc. Faraday Trans. II). 

[8] 'Comparisons between Experimental Argon and Lennard-Janes 12:6 Shear 

Viscosities', 

by D. Fincham and D.M. Heyes, Chemical Phys., ;za, 425-441 (1983) • 
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Singer on the Root 

Jack Powles 

The specialised fast square root recipe proposed by Konrad Singer (CCPS Inf. 

Quart. March 1983, p.47) has, H appears, been very popular and rightly so~ It 

is based on the least squares polynomial fit for, say four terms to square root 

of x from x~O.l to 1.0, 

root x ~ aO+x*(al+x*(a2+x*a3). 

However the values of the ai given by Singer are wrong! The correct values are, 

I hope (Singer 1 s in brackets), 

a0=0.188030699 (0.1882532) 

a!=1.48359853 (1.428264) 

aZ=-1.0979059 (-1.097209) 

a3=0.430357353 (0.430526) 

The fit to root K, x=O.l,0.05,1.0, now has arms devn. of 0.0028 (0.0333). 

If users have not noticed this DO NOT PANIC. 

Singer 1 s iterations soon give the right answer to any desired accuracy, even on 

the CDC which gave the wrong values for the ai! However with the correct 

parameters at least one fewer iteration is needed, depending on your machine. 

Since the whole object is to make it fast this is surely worth having, so change 

your BLOCK DATA. 

This routine is so fast .it is difficult to time. It is no good, for instance 

using a DO loop i=l,lOOOO, say, because the looping overheads swamp it. In fact 

I do not know how to do it. Maybe our kind Editor will add the answer to the 

end of this Note - if they still have a computer in Daresbury? 

39 



Footnote 

Yes we do indeed still have a computer at Daresbury, though not alas, the 

Cray-1. Presently we 'make do' with the NAS AS 7000 which has replaced our 

departed IBM 370/165. 

The problem posed by Professor Powles is not a trivial one. It is surprisingly 

difficult to extract accurate values for the execution times for a given routine 

from amongst the many operations that occur in even the simplest of jobs. Such 

an evaluation must inevitably be system dependent and I confess I know of no 

general way of obtaining an accurate one. However, in the usual hand-waving way 

that computational (as opposed to computer) scientists work, a rough estimate is 

possible. 

To prevent the swamping of the square-root timing by the 00-loop overheads I 

have evaluated 256 double precision square-roots in the same 1000 step loop. I 

have also averaged the results over 10 runs, to obtain a figure less susceptible 

to system vagaries. The time for the execution of the correspo nding 'empty 

loop' was similarly obtained and subtracted. 

4.705 seconds for 256,000 square roots. The 

The system SQRT routine averaged 

Singer/Powles algorithm (which I 

call SPSQRT) averaged 5.173 seconds for the same number (assuming two cycles of 

the Newton-Raphson procedure). 

1~is result is not too encouraging until one realises that it is not necessary 

to use the SPSQRT routine as an external function (as is the system SQRT). 

Inserting the relevant code in-line, at the point where the squre root is 

required, removes the overheads associated with an external function call. 

Using SPSQRT in this manner gave a result of 2.004 seconds for our 256,000 

square roots. Such a substantial improvement over the system SQRT routine is 

not to be ignored! 

On the subject of accuracy, I have compared the Singer and Powles algorithms 

(each assuming two cycles of the Newton-Raphson interation) 1V'ith the system SQRT 

routine. Assuming the SQRT routine to be 100% accurate, the Singer algorichm 

gave an average error of -.4E-6 with a RMS deviation about this error of ~4E-6. 

The averages being obtained from a determination of 10,000 square roots in the 

range 0.1 to 1.0. The Powles algorithm was noticably better, with an average 

error of -.2E-9 and a RMS deviation about this error of .2E-8. 
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Lastly, assuming that the Powles formulation of the Singer algorithm with two 

Newton-Raphson iterations is acceptably accurate, the algorithm can be made yet 

more efficient H the two Newton-Raphson steps are with as an explicit formula 

thus:-

Y=( ( • 43035 7 353*X··l. 09 79059) *X+l • 48359853) *X+ .188030699 

Z=.25*(Y-X/Y) + X/(Y+X/Y) 

where Z = lx 

This algorithm then requires 1.543 seconds to evaluate our 256,000 square rootso 

w. Smith 
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CCP5 Literature survey 

F. Gibb and W. Smith 

The literature survey produced in this month's newsletter follows on from 

that printed in the March 1983 newsletter and covers the period between 

September 1982 and August 1983 approximately. The search was conducted 

on the current INSPEC file on Lockheed Dialog's Information Retrieval 

System at Palo Alto, California. 

While retaining the original categories of published material, we have 

attempted to broaden the sea:rch to include more theoretical and experimental 

papers (as opposed to computer simulation alone). We hoped thereby to 

'capture' some material mysteriously missing from our first survey. The 

success of this is best judged by our readers, from whom we would be 

delighted to receive comments. We v.rould also gladly publish missing 

references in an "Addendum", to appear in the following issue of the news

letter. 
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CCPS LITERATURE SURVEY 

Melting transition of near-monolayer xenon films on graphite: a computer 
simulation study. 
Abraham, F.F. 
Phys. Rev. Lett. (USA}, Vol.SO, No.13 978-81 1983. 

MSA and GMSA for charged hard spheres of different diameters: comparison 
with RHNC and MC calculations o 

Abramo, M.C., Caccamo, C., Pizzimenti, G. 
J. Chern. Phys. (USA} Vol.78, No.1 357-64 1983. 

On the use of the Ewald summation in computer simulation. 
Adams, D.J. 
J. Chern. Phys. (USA) Vol.78, No.5 2585-90 1983. 

Vibrational predissociation of Ar.BCl3: A Monte Carlo-RRKM study. 
Adams, J.E. 
J. Chern. Phys. (USA) Vol.78, No.3 1275-80 1983. 

Corrections to scaling for percolation. 
Adler, J., Moshe, M., Privman, v. 
Ann. Isr. Phys. Soc. (Israel} Vol.S, 397-423 1 983. 

Far-infrared and computer-simulation analysis of liquid and rotator-phase 
bromoform. 
Agarwal, V.K., Evans, G.J., Evans, M.W. 
J. Chern. Soc. Faraday Trans. II (GB) Vol.79, Pt.1 137-51. 

Self-avoiding walks of continuous spatial dimensionality. 
Alexandrowicz, z. 
Phys. Rev. Lett. (USA) Vol.SO, No.10 736-9 1983. 

A Monte Carlo simulation study of the two-dimensional melting mechanism. 
Allen, M~P., ETenkel, D., Gignac, w. 
J. Chern. Phys. (USA) Vol.78, No.6 Pt.2 4206-22 1983. 

The neutron scattering function for hard spheres. 
Alley, W.E., Alder, B.J., Yip, S. 
Phys. Rev. A (USA) Vol.27, No.6 3174-86 1983. 

Generalised transport coeffic1ents for hard spheres. 
Alley, W.E., Alder B.J. 
Phys. Rev. A (USA) Vol.27, No.6 3158-73 1983. 

'rhe role of water in the dynamics and proton relaxation of solid 
proteins. 
Andrew, E.R., Bryant, D.J., Rizvi, T.Z. 
Chern. Phys. Lett. (Netherlands) Vol,95, No.4-5 A463-6 1983. 
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Short time structural relaxation processes in liquids: comparison of 
experimental and computer simulation glass transitions on picosecond time 
scales. 
Angell, C.A., Tbrell, L.M. 
J. Chern. Phys. {USA) Vol.78, No.2 937-45 1983. 

Effect of molecular ordering in thin water films. 
Antonchenko, V.Ya., Il'In, v.v., Makovs 1 kii, M.M. 
Dopov. Akad. Nauk UKRSR Ser. A (USSR) No.1 53-5 1983. 

A new Monte Carlo approach to the critical properties of self-avoiding 
random walks 
Aragao de Carvalho, C., Caracciolo, s. 
J. Phys. (France) Vol.44, No.3 323-31 1983. 

Polymers and G$4 Theory in four dimensions. 
Aragao de Carvalho, c., Caracciolo, S., Frohlich, J. 
Nucl. Phys. B. Field Theory and Stat. Syst. (Netherlands) Vol.B215(FS7), 
No.2 209-48 1983. 

Random walks on ordered mixed binary lattices. 
Argyrakis, P. 
Phys. Rev. B (USA) Vol.27, No.2 1355-8 1983. 

Monte Carlo evaluation of functional intregrals using coherent-state 
Slater determinants. 
Avishai, Y., Richert, J. 
Phys. Rev. Lett. (USA) Vol.SO, No.16 1175-8 1983. 

Computer simulation of polyethylene crystals. I. Method, structure and 
elastic constants for perfect crystals. 
Bacon, D.J., Geary, N.A. 
J. Mater. Sci. (GB) Vol.18 No.3 853-63 1983. 

Agreement between the gelation and molecular dynamics models of the 
hydrogen-bond network in water. 
Bagchi, B., Donoghue, E., Gibbs, J.H. 
Chern. Phys. Lett. (Netherlands) Vol.94, No.3 253-8 1983. 

Monte Carlo calculations on unimolecular reactions, energy tJ::·ansfer and 
IR-multiphonon decomposition. 
Barker, J .R. 
Chern. Phys. (Netherlands) Vol.77, No.2 301-18 1983. 

(2*2) phase transitions on honeycomb lattices. 
Bartelt, N.C., Einstein, T.L., Roelofs, L.D. 
J. Vac. Sci. and Techno!. A (USA) Vol.1, No.2 Pt.2 1217-18 1983. 

Phase transitions of lattice polymer systems. 
Baumgartner, A., Yoon, D.Y. 
J. Chern. Phys. (USA) Vol.79, No.1 521-2 1983. 

Dynamics of Heme iron in crystals of metmyoglobin and deoxymyoglobin. 
Bauminger, E.R., Cohen, S.G., Nowik, I., Ofer, S., Yariv, J. 
Proc. Natl. Acad. Sci. USA Vol.BO, No.3 736-40 1983. 
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Phase transition in a two-dimensional system of interact~ng dipoles. 
Bedanov, V.M., Gadiyak, G.V., Lozovik, Yu.E. 
Piz. Tverd. Tela (USSR) VoL25 1 No.1 207-13 1983. 
Trans in: sov. Phys.- Solid State (USA) Vol.25, No.1 113-16 1983. 

The OH stretching spectrum of liquid water: a random network model 

interpretation~ 

Belch, A.c., Rice, S.A. 
J~ Chern. Phys. (USA) VoL78, No.8 4817-23 1983. 

'l'he dipole moments of some chloro- and bromopentanes. 
Berberian, J.G. 
J. Chern. Phys. (USA) Vol.78, No.8 5269-70 1983. 

Generalized I.angev1.n dynamics simulations with arbitrary time-dependent 
memory kernels. 
Berkowitz, M., Morgan, J.D., McCammon, J.A. 
J. Cherne Phys. (USA) Vol.78, No.6 Pt.1 3256-61 1983. 

A multi -reference approach to energy decomposition for molecular 
interactions. 
Bernardi, F., Robb, M.A. 
~tal. Phys. (GB) Vol.48, No.6 1345-55 1983. 

Comparison of neutron scattering and molecular dynamics studies on liquid 
chloroform. 
Bertagnolli, H., Zeidler, M.D. 
J. Mol. Liq. (Netherlands) Vol.25, No.3-4 277-80 1983. 

A 'microscopic' model for the dynamics of water. 
Bertolini, D., Cassettari, M., Ferrario, M., Salvetti, G., Grigolini, P. 
Chern. Phys. Lett. (Netherlands) Vol.98, No.6 548-53 1983. 

Sensitivity of V2 minutes saturation transfer electron parama~netic 
resonance signals to anisotropic rotational diffusion with ( 1 1N) 
nitroxide spin-labels. Effects of noncoincident magnetic and diffusion 
tensor principal axes. 
Beth, A.H., Balasubramanin, K., Robinson, BoHo 1 Dalton, L.R., 
Venkataramu, S.D., Park, J.H. 
J. Chern. Phys. (USA) Vo1.87, No.2 359-67 1983. 

Diffusional instabilities in a layered oscillating medium. 
Bewersdorff, A.B. 
J. Chern. Phys. (USA) Vol.78, No.12 7235-40 1983. 

Effect of long-term exposure at elevated temperatures on the structure 
and properties of a nomonic PE 16 superalloy. 
Bhanu Sankara Rao, K., Seetharaman, v., Mannan, S.L., Rodriguez, P. 
Mater. Sc1.. and Eng. (Switzerland) Vol.58 1 No.1 93-·106 1983. 

The influence of the attractive part of the Lennard-Janes poential on the 
viscosity. 
Bishop, M., Michels, J.P.J. 
Chern. Phys. Lett. (Netherlands) VoL94, No.2 209-12 1983. 
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An assessment of existing Klein-Nishina Monte Carlo sampling methods~ 
Blomquist, R.N., Gelbard, E.M. 
Nucl. Sci. and Eng. (USA) Vol.83, No.3 380-4 1983. 

An effective pair potential for liquid acetonitrile. 
Bohm, H.J ., McDonald, I.R., Madden, P.A. 
Mol. Phys. (GB) Vol.49, No.2 347-60 1983. 

Heliwn-bubble formation and void swelling in nimonic PE16 alloy under 
dual-ion (He+, Ni +) irradiation. 
Bond, G.M. Mazey, D.J., Lewis, M.B. 
Nucl. Instrum. and Methods Phys. Res. (Netherlands) Vol.209-210, Pt.1 
381-6 1983. 

An improved potential for nonrigid water molecules in the liquid phase. 
Bopp, P., Jancso, G., Heinzinger, K. 
Chern. Phys. Lett. (Netherlands) Vo1.98, No.2 129-33 1983~ 

1~e structure of liquid chlorine. 
Basi, P., Cilloco, F., Ricci, F.P., Sacchetti, F. 
Mol. Phys. (GB) Vol.49 1 No.3 567-81 1983. 

Monte Carlo study of the hard triatomic molecular systems. 
Boublik, T. 
Czech~ J. Phys. Sect. B (Czechoslovakia) Vol.B33, No.2 121-7 1983. 

On the MCY potential for liquid water. 
Bounds, D .G. 
Chern. Phys. I.ett. (Netherlands) Vol.96, No.5 604-6 1983. 

Analysis of the polydispersity by photon correlation spectroscopy. 
Regularization procedure. 
Braginskaya, T.G., Dobitchin, P.O., Ivanova, M.A., Klyubin, V~V., 

Lomakin, A.V., Noskin, V.A., Schmelev, G.E., Tolpina, S.P. 
Phys. Scr. (Sweden) Vol.28, No.1 73-9 1983. 

The use of the superposition approximation in perturbation theories of 
liquids. 
Breitenfelder-Manske, H. 
Mol. Phys. (GB) Vol.48 1 No.1 209-13 1983. 

Dynam~cs of compatible polymer mixtures. 
Brochard, F., De Genns, P.G. 
Physica A (Netherlands) Vol.118A, No.·l-3 289-99 1983. 

Preservation of optical selection rules in an amorphous semiconductor. 
Brodsky, M.H., Divincenzo, D.P. 
Physica 8 and C (Nethrlands) Vol.117-118 B+C, Pt.2 971-3 1983. 

CHARMM: A program for macromolecular energy, minimisation, and dynamics 
calculations. 
Brooks, B.R., Bruccoleri, R.E., Olafson, B.D., States, D.J., 
Swaminathan, s., Karplus, M. 
J. Comput. Chern. (USA) Vol.4, No.2 187-217 1983. 
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Ultrafast solidification of ultrathin molten silicon films. 
Bucksbaum, P.H., Bokor, J. 
Topical Meeting on Excimer Lasers WA3/1-4 1983. 10-12 Jan. 1983. 
Incline Village, NV, USA. Publ: Opt. Soc. America, Washington, DC, USA. 
190 PP• 

On diffusional mobility of chain molecules. 
Budtov, V.P. 
Vysokomol. Soedin. SER. A (USSR) Vol.25, No.3 477~85 1983. 
'l'rax~s. in: Polym, Sci. USSR (GB). 

shear-rate dependence of viscosity for Slmple fluids. 
Byung Chan Eu. 
Phys. Lett. A (Netherlands) Vol.96A, Nod 29-32 1983. 

Short-r.:·ange order around Fe(II) and MN(II) in oxide glasses determined by 
x-"ray absorption spectroscopy in relation with other spectroscopic and 
magnetic properties. 
Calas, G., Petiau, J. 
Gaskell, P.H., Parker, J.M., Davis, E.A. (Edit.ors). 
Structure of Non-Crystalline Materials 1982. Proceedings of the Second 
International Conference 18-28 1983~ 12-15 July 1982. cambridge, 
England. 
Publ. Taylor and Francis, London, England. XIII+609 pp. 

How well do Monte Carlo simulations distinguish between U(1) and SU(2)? 
A study of the string tension in 0( 1) lattice gauge theory. 
Caldi, DoG. 
Nucl. Phys. B, Field Theory and Stat. Syst. (Netherlands) Vol.B220, (FS8) 
No.1 48-60 1983. 

A special relativistic heat engine. 
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