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CCBABF 

Editorial 

In the tradition of the past newsletters 1 we begin the ninth 

newsletter by thanking the contributors for the articles appearing. 

Their efforts 1 we know, are greatly apprec2ated by the (now world wide) 

readership of this little bulletin. 

Once again we remind our readers that their own contributions wo~ld 

always be welcome. There are surely many useful computational or 

theoretical ideas that could be printed in these pages, plus, of course, 

news of events and research. Why not give it a try? 

Contributors: 

D,M. Heyes 

w. Smith 

A ,J. Morffew 

S.F, 0 1 Shea 

W .A.B. Evans 

F. Gibb 

Depart;nent of Chemistry, Royal Holloway College, Egham, 

Surrey TW20 OEX. 

Theory and Computational Science Division, SERC 

Oaresbury Laboratory, Daresbury, warrington WA4 4AD. 

IBM (UK) Ltd,, UK Scientific Centre, Athelstan House, 

St. Clement Street, Winchester, Hampshire 5023 9DR. 

University Chemical Laboratory, Lensfield Road, 

Cambridge CB2 1~~. 

The Physics Laboratory, The University of Kent, 

Canterbury, Kent CT2 7NR. 

Library and Reprographic Services, SERC oaresbury 

Laboratory, Daresbury, warrington WA4 4AD. 
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General News 

1) The next CCPS meeting on the subject of 'Phase Transit~ons' ~s 

scheduled to take place in Southampton on 19/20th December 1983. The 

estimated fee for the.meeting is £32. The provisional speakers include 

Professor o. Landau (Georgia) who will speak on 'Size Effects in Phase 

Transitions', and Professor G.R. Luckhurst (Southampton) who will speak 

on 'Phase Transitions in the Simulation of Liquid Crystals'. 

Anyone wishing to contribute a paper on the subject of phase trans­

itions in solids, l~quids and gasses, should write to Dr. Dominic 

Tildesley or or. David Adams at the Chemistry Department, 'Ihe Univers~ty, 

Southampton 809 5NH, UK. 

2) The Cray-1 S compUter left Daresbury I.abora tory in May and is now at 

the University of London Computer Centre (ULCC) undergoing demonstration 

tests. User access to it is expected to occur in mid June, though it is 

not guaranteed that all possible access routes will become available 

simultaneously. Users should note that data stored on the Cray discs at 

oaresbury will be re-created at ULCC (with ULCC identifiers) provided 

they are not over their allowed allocation. Data stored on the Daresbury 

NAS AS7000 system will have to be transferred by magnetic tape to ULCC. 

Advice on this is available from the Daresbury User Support Group 

(Tel. 0925-65000, Ext .. 351), 

3) The University of Manchester Regional Computer Centre (UMRCC) have 

received the Amdahl 470/V?A computer to replace the existing ICL 19048 

and 1906A front-end processors. Acceptance of the new computer is 

scheduled for Augus·t 1983 and user service should start in October, '!he 

ICL machines will be phased out over two years. The Amdahl will have a 

MVS operating system with the ROSCOE editing and job submission system. 

The computer will front-end the CDC7600 and CYBER 205 computers. The 

CYBER 205 arrived in April and is currently undergoing acceptance trials. 

4) The SERC Rutherford and Appleton Laboratories (RAL) took delivery of 

the new ICL ATLAS 10 computer in April, The computer is currently under­

going acceptance and software validation trials. Time on the ATLAS 10 is 
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shared between ICL and RAL until 1st September, A limited production 

service is scheduled for 1st June. 

5) Readers are reminded of the existence of the CCP5 Program Library 

which is available to any applicant, on the submission of a magnetic tape 

to the librarian, Listings and documentation are also available, The 

services are free of charge to academic establishments. A list of the 

programs available is provided overleaf, 

Anyone wishing to donate programs to the CCPS Program Library should 

also contact the librarian: or. w. Smith, SERC Daresbury Laboratory, 

Daresbury, Warrington WA4 4AD 1 U.K. 
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List of Programs in the CCPS Program Library. 

MDATOM by S. H. Thompson. 

M.D. simulation of atomJc fluids. Uses 12/6 Lennard -Jones 
potential function and fifth order Gear integration algorithm. 
Calculates system average configuration energy, kinetic energy, 
virial, mean square force and the associated R.M.S. deviations and 
also system pressure, temperature, constant volume specific heat, 
mean square displacement, quantum corrections and radial 
distribution function. 

IDIDIAT by s. M. Thompson. 

M.D. simulation of diatomic molecule fluids. Uses 12/6 Lennard 
Jones site site potential functions and a fifth order Gear 
algorithm for centre of mass motion• Angular motion is 
calculated by fourth order Gear algorithm with quaternion 
orientation parameters. Calculates system average configuration 
energy, kinetic energy, vi rial, mean square force. mean square 
torque and the associated R.H.S. deviations and also system 
pressure, temperature, constant volume specific heat, mean square 
displacement and quantum corrections. 

HDLIN by S. H. Thompson. 

M.D. simulation of linear 
Jones site - site potential 
algorithm for centre of 
calculated by fourth order 
orientation parameters. List 
as HMDIAT. 

~IDLINQ by S. H. Thompson. 

molecule fluids. Uses 12/6 Lennard -
functions and a fifth order Gear 

mass motion. Angular motion is 
Gear algorithm with quaterni.on 
of calculated properties is the same 

M.D. simulation of linear molecule fluids. Uses 12/6 Lennard -
Jones site - site potential functions plus a point electrostatic 
quadrupole. Uses a fifth order Gear algorithm for centre - of -
mass motion. Angular motion is calculated by fourth order Gear 
algorithm with quaternion orientation parameters. List of 
calculated properties is the same as HMDIAT. 

MDTETRA by s. M. Thompson. 

M.D. simulation of tetrahedral molecule fluids. Uses 12/6 Lennard~ 
Jones site - site potential functions and a fifth order Gear 
algorithm for centre of mass motion. Angular motion is 
calculated by fourth order Gear algorithm with quaternion 
orientation parameter-s. List of calculated properties is the same 
as HMDIAT. 



KDPOLY by S. H. Thompson· 

M.D. simulation of polyatomie molecule fluids. Uses 12/6 
Jones site site potential functions and a fifth 
algorithm far centre a_f mass motion. Angular 
calculated by fourth order Gear algorithm with 
orientation parameters. List of calculated properties is 
as illiDIAT. 

MDHIXT by W. Smith. 

Lennard 
order Gear 
motion is 
quaternion 

the same 

M.D. simulation of polyatomic molecule mixtures. Uses 12/6 Lennard 
Jones site site potential functions and a Verlet leapfrog 

algorithm for centre of mass motion. Angular motion is 
calculated by the Fincham leapfrog algorithm using quaternion 
orientation parameters. Calculates system average configuration 
energy, kinetic energy and virial and associated R.M.S. deviations 
and also pressure and temperature. 

MDMULP by W. Smith. 

M.D. simulation of polyatomic molecule mixtures. Uses 12/6 Lennard 
-Jones site - site potential functions and point electrostatic 
multipoles (charge, dipole and quadrupole). Long range 
electrostatic effects are calculated using the Ewald summation 
method. Uses a Verlet leapfrog algorithm for centre - of - mass 
motion. Angular motion is calculated by the Fincham leapfrog 
algorithm using quaternion orientation parameters. Calculates 
system average configuration energy, kinetic energy and virial and 
associated R.M.S. deviations and also pressure and temperature. 

MDMPOL by W. Smith & D. Fincham. 

M.D. simulation of polyatomic molecule mixtures. Uses 12/6 Lennard 
Jones site - site potential functions and fractional charges to 

represent electrostatic multipoles. Long range electrostatic 
effects are calculated using the Ewald summation method. Uses a 
Verlet leapfrog algorithm for centre- of - mass motion. Angular 
motion is calculated by the Fincham leapfrog algorithm using 
quaternion orientation parameters. Calculates system average 
configuration energy, kinetic energy and virial and associated 
R.M.S· deviations and also pressure and temperature. 

DENCORbyH. Smith. 

Calculation of density correlation functions. Processes atomic H.D. 
data to produce the Fourier transform of the particle density, the 
intermediate scattering functions and the dynamic structure 
factors. 
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CURD EN by H. Smith. 

Calculation of current density correlation functions. Processes 
atomic H.D, data to produce the Fourier transform of the current 
density, the current density correlation functions and their 
temporal Fourier transforms. 

HLJ1 by D. H. Heyes. 

M.D. simulation of atomic fluids. Uses 12/6 Lennard - Jones site 
site potential function and a Verlet leapfrog algorithm for centre 
-of -mass motion. Calculates system average configuration ener.gy 
and kinetic energy and associated R.M.S. deviations and also 
pressure, temperature, mean square displacements and radial 
distribution function. 

HLJ2 by D. M. Reyes. 

M.D. Simulation of atomic fluids. Uses 12/6 Lennard - Jones site 
site potential function and a Verlet leapfrog algorithm for centre 
- of - mass motion. Calculates system average configuration energy 
and kinetic energy and associated R.M.S. deviations and also 
pressure, temperature, mean square displacements, radial 
distribution function and velocity autocorrelation function. 

HLJJ by D. M. Reyes. 

M.D. simulation of atomic fluids. Uses 12/6 Lennard- Jones site 
site potential function and a Ver.let leapfrog algorithm for centre 
- of - mass motion. The link - cell method is employed to enable 
large simulations. Calculates system average configuration energy 
and kinetic energy and associated R.M.S· deviations and also 
pressure, temperature, mean square displacements and radial 
distribution function. 

HLJ4 by D. H. Heyes. 

H.Q. simulation of atomic fluids. Uses 12/6 Lennard - Jones site -
site potential function and a Verlet leapfrog algorithm for centre 

of - mass motion. The algorithm allows either the temperature or 
the pressure to be constrained. Calculates system average 
configuration energy and kinetic energy and associated R.M.S. 
deviations and also pressure, temperature, mean square 
displacements and radial distribution funccion. 

HLJS by D. M. Heyes. 

M.D. simulation of atomic fluids. Uses 12/6 Lennard - Jones site 
site shifted potential function and a Verlet leapfrog algorithm for 
centre - of - mass motion. Th.is method removes the discontinuities 
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at the potential cutoff radius. Calculates 
configuration energy and kinetic energy and 

system average 
associated R.M.S. 

deviations and also pressure, temperature, mean square 
displacements and radial distribution function. 

HLJ6 by D. M. He yes. 

M.D. simulation o.f atomic fluids. Uses 12/6 Lennard - Jones site 
site shifted potential function and the Toxvaerd algorithm for 
centre - of - mass motion. This algorithm is more accurate than the 
Verlet algorithm. Calculates system average confiBuration energy 
and kinetic energy and associated R.M.S. deviations and also 
pressure, temperature, mean square displacements and radial 
distribution function. 

HCRPH by D. M. He yes. 

M.c. simulation of electrolytes. Monte Carlo program using 
restricted primitive model of an electrolyte. The potenttal is 
regarded as infinite for r d and Coulombic for r d. The 
properties calculated are the average configuration energy and its 
R.M.S. deviation, the pair radial distribution function and the 
mel ring factor. 

HSTOCH by w. F. van Gunsteren & Q. }1. Heyes. 

S.D. or M.D. simulation of molecules in vacuo or in 
cell with solvent or lattice atoms {i.e, Langevin 
dynamics of large molecules). 

MDATOH by D. Fine ham. 

a rectangular 
or Brownian 

M.Q. simulation of atomic fluids. Uses 12/6 Lennard Jones 
potential function and Verle't leapfrog integration algorithm. 
Calculates system average configuration energy, kinetic energy, 
virial and the associated R.M.S. deviations and also system 
pressure, temperature, mean square displacement and radial 
distribution function. 

MDDIAT by D. Fincham. 

M.D. simulation of diatomic molecule fluids. Uses 12/6 Lennard 
Jones site site potential functions and the Verlet leapfrog 
algorithm for centre- of- mass motion. Angular motion is is 
calculated using the constraint algorithm. Calculates system 
average configuration energy, kinetic energy, virial and the 
associated R.M.S. deviations and also system pressure, temperature 
and mean square displacement. 
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MDDIATQ by D. Fincham. 

M.D. simulation of diatomic fluids. Uses 12/6 Lennard - Jones site 
site potential functions and a point quadrupole electrostat.ic 

term. Employs the Verlet leapfrog algorithm for centre - of - mass 
motion. Angular motion is calculated using the constraint 
algorithm. Calculates system average configuration energy, kinetic 
energy, virial and the associated R.H.S. deviations and also system 
pressure, temperature and mean square displacement. 

HDIONS by D. Fincham & N. Anastasiou • 

M.D. simulation of electrolytes. Uses exp/6/8 potential function 
and the Coulomb electrostatic potential. Long range interactions 
are calculated using the Ewald summation method. Uses. the Verlet 
leapfrog algorithm for particle motion. Calculates system average 
configuration energy, kinetic energy, virial and the associated 
R.M.$. deviations and also system pressure, temperature, radial 
distribution functions, static structure factors and mean square 
displacements. 

l1DMA..'IY by D. Fincham & w. Smith. 

M.D. simulation of polyato~ic molecules. Uses 12/6 Lennard - Jones 
site - site potential functions and fractional charges to represent 
electrostatic multipoles. Long range electrostatic effects are 
calculated using the Ewald summation method. Uses a Verlet leapfrog 
algorithm for centre of mass motion. Angular motion is 
calculated by the Fincham leapfrog algorithm using quaternion 
orientation parameters. Calculates system average configuration 
energy, kinetic energy and virial and associated R.M.S. deviations 
and also pressure and temperature. FORTRAN 77 standard program. 

CARLOS by B. Jonsson & s. Romano. 

M.C. simulation of a polyatomic solute molecule in an aqueous 
cluster. (i.e. a molecule surrounded by water molecules). The water 
-water potential is calculated using an analytical fit to an ab 
initio pot:ential energy surface due to 1-f.atsuoka et al. The 
solute-solvent potential is optional. The program provides an 
energy and coordinate 'history' of the M.C. simulation. An analysis 
program CARLAN for processing the data produced by CARLOS is also 
available. 

MCN by N. Corbin. 

M.c. simulation of atomic fluids. Standard (Metropolis) Pnnte Carlo 
program for atomic fluids. 
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SCN by N. Corbin· 

M.C. simulation of atomic ·fluids. Standard (Rossky,Friedman and 
Doll) f.f.onte Carlo program for atomic fluids, 

SHF by N. Corbin· 

H.C. simulation of atomic flui.ds. Standard (path integral method) 
Monte Carlo program for atomic fluids. 
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A Review of the Eizhth CCPS Meeting held at 

'The La'WD.s Centre', University of Hull between 

the 29th and 30th :Vfarch 1 1983. The subject of 

the lv!eeting was: 'The Computer Sirnula tion o.!: 

Molecular Liquids and Liquid iV!ixtures r 

by 

D.M. Ileyes and lv. Smith. 

The last CCPS Meeting was well attended, by approxirnately sixty people, 

drawn from a Nide range of disciplines. It was heartening to see an 

increasing interest in computer simulation being expressed by exnerimental­

ists, who were nresent in great numbers. As 0-ID and HC continues to rnake 

progress towards simulating more complex liquids, then this trend will surely 

continue. 

Molecular liquids and liquid mixtures can be investigated in many ways, 

as the mnnber of variables ',vhich characterise them increases with the 

complexity of the system. This was certainly evident from the wide variety 

of effects and systems discussed at the conference. 

The first sneaker outlined the problems of obtaining the chemical potential 

o:f these systems and reviewed the work already performed on the conmuter 

modelling of mixtures. 

PROFESSOR K.E. GUBBI:-.!S (Cornell University, U.S.A.) presented a talk 

called 1 Computer Simulation and Perturbation Theory Studies of i\!olecular Liquids 1 • 

f-Ie began by reviewing the computer simulation methods for calculating the 

chemical potential of a fluid. The most obvious method available is the 

Grand Canonical ~·bnte Carlo method, which is unfortunately computationally 

expensive, but has fotmd some aDrlications in the study of adsorption problems 1 

phase transitions and other phenomena at low density (e.g. towards the critical 

region), 

Of more recent interest 1s the Test Particle method (or l,lficlom' s method), 

In this method the test particle is an irna.ginary narticle, which is inserted as 

a probe of the state of the fluid. Technically, this only requires minor 

modifications of standard MC or r .. I!J programs. The particle does not participate 

in the interaction within the fluid and does not contribute to the ensemble 
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averages. The location of the test particle in phase space is governed 

by a probability function (f), which is determined by the· simulation. 

A variation of the method· (!mown as the Inverse Widom method) uses a real 

particle in place of the imaginary one. The probability function in this case 

(p,) is dissimilar to the function f and does not sample regions of high potential 

energy as efficiently. As a result of this~ the method does not appear to be 

as useful generally, However, the functions £and g are related and thus, in 

regions of high density, where Widom 1 s method is not a[!plicable J the Inverse 

WidomS method may be used effectively to detennine £, In these circumstances 

the two methods may be considered to be complementary. The Inverse lVidom 

method has recently been adapted by Powles et al. (1982) for use in molecular 

dynamics simulations. 

To summarise, the test particle methods are convenient to use in all but 

high density liquids or for mixtures containing large solute molecules. A 

method which can be used when the test particle routes are unsatisfactory is 

discussed below, but which requix·es quite major changes in a computer program 

to implement it . 

. ~ alternative to the Test Particle method is the Umbrella Sarrmling 

method of Torrie and Valleau (1974), In this method the simulator attempts 

to bias the sampling pTocedure to obtain better statistics for the region of 

phase space of most interest. Effectively, the method requires the multi­

plication of the probability function f by a suitable weighting function (w). 

The selection of the appropriate Heighting function is problematical and a 

common technique is to calculate f first by conventional simulation and then 

use 1/f as the weighting function in a repeat simulation. This has the effect 

of 'flattening' the distribution functions in the repeat simulation, r-esulting 

in more efficient sampling of the extremes. The method has the disadvantage 

of being more difficult to implement than \Vidom' s method and does not provide 

meaningful ensemble averages .for all the nroperties of the system that are 

usually evaluated (e.g. correlation functions) in the same run. 

Despite the wealth of data on model mixtures of simple spherical molecules, 

relatively little work has been perfonned on non-spherical molecule mixtures. 

Professor Gubbins then described the results o£ computer simulations for 

molecular liquids and liquid mixtures by Wojcik and Gubbins (1982). Comparatively 

little was reported on such systems previously. The systems studied consisted 

of hard spheres (fiS), and hard dumb-b•lls(HD), hard dumb-bells with fractional 

quadrupole charges (f-IT:X1J, oblate spherocylinders (SC) and two-centre Lermard-

Jones molecules. 
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The influence of molecular size and shape on the system pressure was 

fol.illd to be small in HS and SC systems but much larger in H D systems. The 

incorporation of a quadrupole (in HCQ) causes a pressure decrease and the 

potential energy becomes more nep;ative. 

energy with increasing bondlength. These 

There 1s also an incTease in potential 

effects are :further apparent in the 

site-site correlation flfflctions, where the inclusion of the quadrupole causes 

a sharper nearest-neighbour peale 

The mixtures studied involved the systems HIX)/HSQ (HSQ " hard snheres 

plus fractional charge quadrupole) and HCQ/H::CQ and included changes in the 

quadrupole sign. In the case of the HDQ/HSQ mixture, the potential energy 

was fol.illd to be more negative than the corresponding 1-ID/f-LS 

use of oppositely charged quadrupoles in the HCQ(+)/}~(-) 

system. Also the 

system gave the 

most negative energy. This effect was less pronounced in the HS~/HSQ system, 

suggesting a bondlength effect. The site-site correlation functions indicated 

that a 'T' conformation of molecules was most favoured in HLQ(+)/I-IDQ(-), but 

that both parallel and end-on configurations occurred in HI:Xl( +) /HCQ(-). 

observations were substantiated by the calculated angular correlation 

parameters P 
2

, 

Professor Gubbins concluded his talk with a short description of the 

These 

perturbation theory methods used in simulation. In the spherical systems it is 

the objective to sinrulate a fluid (the refeTence fluid) with properties 

closest to the real fluid of interest. The results may then be improved upon 

using perturbation theory. For nonspherical systems the uerturbation may be 

regarded as the effect of the molecular shape. The short range repulsive forces 

form the basic model of the reference fluid, while the longer ranged attractive 

forces constitute the perturbation. For examnle, a diatomic molecule may be 

represented as a hard dumb-bell reference fluid with a soft perturbation. 

Although such perturbation theories of molecular fluids Cllil nmlf cope well with 

either strong multipolar forces or with a non-spherical shape_, 

serious deficiencies in mixtures o£ the two types of molecule, 

system..-s for these latter mixtures have yet to be developed. 

~here are 

Good reference 

This theme was continued by DR. N. QUIRKE (University of i\faine, U.S.A.), 

co-authors D. Fincham and D.J. Tildes ley, who reported the results of 0-[) 

simulations of molecular liquid mixtures on the Distributed Array Processor (or 

D.A.P.). The goal of their calculations was to determine the phase diagrams 

for molecular liquid mixtures. In order to achieve this the chemical potentials 

of the fluid and liquid phases were calculated by the particle insertion method, 

described above. This technique enables the chemical notential to be obtained 

from the MD nm at the desired state (intemediate or reference states are not 
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needed). The details are that the average of the Boltzmann factor for the 

insertion of an extra particle into a liquid configuration at different nositions 

is accumulated. A thousand insertions ner time step for a -10,000 t~ne step 
simulation are needed. The DAP perfonns these insertions independently and 

consequently is efficient at this. A fixed and moveable grid (which Lmdei"'.vent 

random displacements in position and orientation) were both tried but showed 

much the same behaviour in breaking down at p* : 0.45 (t* = 0.63, T* = 2,0). 

The modelled system was COziC
2
H

6 
at low density. The Lorentz-Berthelot 

rules for equimolar mixtures lead to large negative pressures. To compare with 

experiment the pressure is needed to a precision of less than one atmosphere, in 

order to apuroach the experimental excess mixing pressures. This 1s a 

Tesolution which is difficult to achieve by ~m. Nevertheless the structures 

of the mixtures compared favourably with the theory of Tildesley and Encisco 

(excent for the peak heights which is attributable to the important role of the 

attractive potential in this mixture). ;:.-lodifications to the COziCfl-6 potentials 

were described and the use of the narticle insertion method combined with a 

virial exoansion to locate the density of the vapour along the coexistence line 

was illustrated. Dr. Irnnev in 
,,, I 

the discussion agreed that there are lar.R:e 

technical nroblems here because of the small pressure differences betHeen the 

two pure components. 

by 'UJ. 
Pressure fluctuations of order 1 kbar are not unusual 

Other aspects of liquid mixtures which are more accessible by computer 

simulation were discussed by PROFESSOR F. KOHLER (University of BochLUn, Germany), 

co-author C. Hoheisel. They were interested in testing the asswnption of 

randomness in the structure of Lennard-Janes liquid mixtures. In perturbation 

theories for liquid mixtures, random mixing is usually assWT!ed. Further 

refinements, which introduce a certain degree of "non-randomness 11 have been fonn­

ulated in terms of the renulsive tenn for different sized molecules. Significantly 

the attractive term is assumed not to introduce any extra structural order. TI1is 

was borne out by ivfD simulations of mixtures with components of different inter-

action energy and/or different molecular size. The Lorentz-Berthelot mixing 

rule was assumed. For mixtures of equally sized molecules the regular solution 

prescription of non-rando!IU1ess was foLIDd to be a reasonable descrintion. For 

mixtures of differently sized molecules the effects of size differences (which 

favour W1like contacts) was much more important than the effects of interaction 

energy at long range. 

DR. C. HOHEISEL (University of Bochwn, Gennany), co-author i'vf. Schoen, talked 

about the dynamical aspects of the above systems. The mutual diffusion coef:!:ic­

ients in Lennard-Janes (mainly) equimolar mixtures were investigated and compared 
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with an ideal prediction based on a linear combination of the component 

self-diffusion coefficients in the oure state. In contrast to work on molten 

salts, it was discovered that the mutual diffusion coefficient was larr;er 

than the ideal prediction. For s /s = 2 a ~5% enhancement due to cross-
1 2 

correlations was discovered for
1
a

1 
= a

2
• TI1is is an artefact of the Berthelot 

combination rule, si~ = (s1.s2) 2 • The minimum in this potential is _6% 
shallower than in the ideal system which is described by the average combination 

l AV - ' ( + ) C tl ld b t d th" f ct ru e: s 12 - z s
1 

r- 2 , onsequen y as wou e expec e - 1s _a _ causes 

an increase in the mutual-diffusion coefficient. These effects are lessened 

when the sizes (i.e., a values) of the molecules are made different. The liquid. 

structure is a compromise between the denkwdsof the 1:1, 1:2 and 2:2 potentials. 

As a1!a 2 increases these two species will spend less time in their most 

favoured relative separations in the vicinity of the minimum of ¢12 . Therefore 

its influence on cross-correlations is significantly reduced. 

DR. M. CLAESSENS (University of Brussels, Belgium), co-authors >r. Ferrario 

and J. -!?, Ryckaert, investigated the short range order in model liquid benzene, 

using the technique of ;vm by constraints. He raised doubts about the current 

opinion that benzene in the liquid state tends to favour a perpendicular 

arrangement of molecules between their planes and a:'(es, Three potential models 

were employed, a 6-centre Lennard-Janes model, LJ6; a similar model 'With a 

point quadrupole, LJ6Q and the Evans-Watts model (1976, ~fol.Phys., 32, 93). 

The parameters of the first bvo potentials ~~·ere empirically adjusted to give 

simulated pressure and polarization properties which were similar to those of 

the experimental liquid. 

The carbon-carbon pair distribution functions were little different for the 

three cases and all compared 1vell with ex""flerirnent". A more discriminative 

function was the centre of mass nair distribution .ftmction. Earlier workers 

had used the angle between the c
6 

axes of benzene as the variable defining 

relative orientation, This is, however, quite insensitive to the precise 

conformation and all models gave similar results. On defining alternative 

orientation parameters, it was :found that for the Evans-Watts model a preference 

for a parallel configuration was apparent, but this \'las less marked for W6 and 

in fact vanished for LJ6Q, Therefore no model led to an overall excess of 

perpendicular arrangements when compared with an orientationally disordered 

system. FuTther tests of the models in pTedicting the static stntcture o£ 

benzene crystals showed that the LJ6Q potential did indeed provide the best 

description of benzene. 
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DR. S. DE LEEUIV (University of Oxford), co-author N. Quirke, calculated 

the dielectric and thermodynamic properties of two-centre Lennard-Janes molecules,· 

each with an axial point-dipole moment. The dielectric constant decreases with 

increasing elongation (9..;') as predicted by perturbation theory (but which 

underestimates the ma.Q;Ilitude quite significantly). Nevertheless, a simple 

perturbation theory approximation was shmvn to obtain qualitative information 

on the effects of molecular shape. For increasing 2* the anti-parallel 

configuration is favoured at close distances. Further out a head-to-tail 

relative configuration becomes possible again. Evidence for two phase 

behaviour was presented. Evidence for three-body correlations for Z.* < 0.2 

was not folil1d. 11owever as 2.* increases the 3-body correlation became more 

nositive at short separations, decreasin?, rapidly as distance increases. 

DR. D. AD.L\.LYIS (University o.f Southampton) investigated cross-correlations in 

dipolar fluids. Although it is often assumed that the molecular di)!Ole cross­

correlation function, <~ 1 (0).~2 (t)> decays on the same time scale as the 

autocorrelation function, <l::l (0) .~ 1 (t)>, tm calculations revealed that this 

was not the case. Stockmayer fluid simulations using the Ewald summation show 

that when <~ 1 (0).~ 2 (0)> is small and positive then <~1 (0) .~2 (t)> decays more 

slowly than <~1 (0) .~ 1 (t)>. However, if <~1 (0) ·~z(O)>is small and negative 

then <~1 (0)~ 2 (t)> decays more rapidly than <~1 (0) .~1 (t)>, There is a bias 

towards ini{ial orientations. Different behaviour is observed if the computer 

simulation used a trlmcated di~ole-dinole interaction. The time and. space 

behaviour o:f these dipole correlations were discussed in terms of classical 

electrodynamics, using the generalised Kirk:t~ood g-factor and Debye rela.'<ation 

theory. 

DR. B. JONSSON (Chemical Center, LW1d, Sweden) perfonned r~ID simulations 

of quadrupole relaxation of Li+, Na+ and Cl ions in dilute aqueous solution. 

The nmr rela'<ation mechanism is believed to be due to coupling between the ion 

nuclear quadnlpole moment and the field gradient at the nucleus. The latter 

is caused by the surroooding water molecules. The potential energy and field 

gradient functions (asst..nned pair wise additive) were obtained from ab initio 

quantum mechanical calculations. The simulations demonstrated that the first 

hydration shell is primarily responsible for field s;radient fluctuations at an 

ion. Two processes, one fast (~1 ps) and one slow (-10 ps) are responsible. 

The fanner is mainly translational in origin (i,e. involving a change between 

5 and 6 coordination) and the other is principally rotational. SITk'lll cations relax 

mainly by the fanner mechanism, whereas Cl- is influenced by both mechanisw5 more 

or less equally. The rela.'<ation of ~ water molecule arm.md a Li + is slower than 

for Cl .. , although the relaxation time for field gradient is just the TeVerse. 

The field gradient time correlation fW1ction has a very rapid initial decay 

(inertial in origin). This is then followed by a slower diffusional decay. 
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The cooperative rearrangement of the first hydration shell 15 responsible 

for this. The rela.'<ation rates calculated are within a :factor of ...:2 of those 

measured by nmr. 

PROFESSOR H.J .C. BERENDSEN (University of Groningen, The Netherlands), 

co-author J.P.i\f, Postma.,Jea.lt primarily with the simulation of water using the 
1constraint method 1 to provide unexnecteJ insights into the bandshapes of 

vibrational spectra. 

In constraint dynamics the motion of rigid molecules is handled by 

Newton 1 s equations in a caTtesian reference frame. The forces on each atom 

are evaluated in the usual way by molecular dynamics teclmiques, but an 

additional force is added (the constraint force) which allm.;-s the molecule to 

retain its original shape in the subsequent motion. The constraint forces 

aTe calculated by the method of r Lagrangian Lmdetennined multipliers r and the 

imposed constraints are the intramolecular interatomic distances, which 

remain constant. This resetting, using the Sf-L'\.KE subroutine, effectively 

computes internal forces within the molecule. These forces can be considered 

as perturbations on the intramolecular oscillators and as such are useful to 

predict intramolecular spectra. 

The relationships between the intramolecular spectrum and the perturbing 

forces and molecular motion are complex. 

of the OH or (OD) bond is affected by the 

The fundamental stretching frequency 

surrotmdinsr liquid. These forces " " 

have both 1 fast 1 components, which give rise to an homogeneous (Lorentzian) 

broadening of the spectrum, and 'slow 1 components which produce heterogeneous 

(non-Lorentzian) broadening. In addition there is the rotational motion of the 

molecule >vhich will couple with the vibrational motion. These effects are 

convoluted in the observed Infra-red and Raman spectra of the liquid. The value 

of constraint dynamics in simulating such liquids is that it permits the 

simulator to begin with a simple rigid molecule - representing the gas phase 

structure - and then to detennine the perturbing forces operating on it in the 

liquid state. The constraint forces are calculated in a cartesian reference 

frame, but may be resolved into an intramolecular reference frame allowing the 

effects of hydrogen bonding etc. on the bond stretch and bend frequencies to be 

considered separately. In fact, this interaction: 0-H .•• 0 and H •• ,0·-H was 

specifically treated. The criteria for identifying a hydrogen bond Here of 

necessity some1vhat arbitrary. They were that an 0 ... H bond distance is less 

than 0.29 run. Also additional criteria regarding the relative orientation of 

two adjacent molecules are necessary to remove "odd" bonds from the scheme. 
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These criteria identify nine distinct types of water molecule according to 

the degree of hydrogen bonding experienced. The average interna.\force in 

the direction of the OH bonds in the H20 molecule is always in an outward 

direction. This force is much stronger when the H atom participates in 

hydrogen bonding. Hydrogen bonding to the oxygen only incTeases this force 

to a small extent, while that to the other H atom in H
2
o has no influence. 

The internal force acting on the H-0-H bending does not correlate with hydrogen 

bonding. 

The force on OH fluctuates slowly when compared with the stretching 

frequencies, producing a heterogeneous shift and broadening of the resonance 

frequencies. The bending frequency is not perturbed by hydrop;en bondin,g. 

Average shift and shape of the CH Infra-red or Raman bands of HDO were reproduced 

from the force distribution, using an anharmonic term twice as large as the 

gas phase anharmonicity. A comparison between.the Sl;Jectrum from constraint 

forces and the observed bandshape for OH stretch of H
2
0 in 0

2
0 showed strong 

correlation. However, the results for OD were not as good. It is possible 

that the assumption that frequency shift is proportional to the constraint force 

should be questioned and further more complicated coupling schemes should be 

introduced to account for these discreoancies. 

JOf-JN QUINN (Birkbeck College) compared a number of water potentials and 

their consequences for orientation :in computed liquid structure. A variety 

of water models, PE, STZ, MCf, TIPSZ, S.l?C were compared for dimers in certain 

significant relative orientations, viz., :in the hydrogen bonding region, 

hydrogen-hydrogen close contact regions and lone pair-lone pair contact 

regions. A common failure of these models 1s insufficiently repulsive H-H 

regions in the potential surface. These were improved by including hard cores 

on the hydrogens for STZ, SPC and TIPSZ. ,1.'/CY was also improved by altering 

the potential in this region. The comnlexity of the 6-dimensional surfaces was 

highlighted by some quite remarkable three dimensional perspectives on slides of 

the water-water potential. The PE model was improved by adding a dipole-

quadrupole tenn to the current quadrupole-quadrupole model. Better agreement 

with quantum mechanical potentials was obtained. 

PROFESSOR J.G. POWLES (University of Kent), co-author R.F. Fowler, pi'esented 

a very entertaining and stimulating talk on the !v!D simulation of small 

Lennard-Janes and Stockmayer (~* = 1) drops of ~150 particles. Cyclic boundary 

conditions were employed. At the centre of a drop the liquid is subjected to 

an excess pressure (above that o:f the vapour) of {Zy/R + P (R)-P(co)}. This is 

of order 200 bar. The macroscopic surface tension y does not change greatly 

even dmm to these small systems. A knowledge of the compressibility leads to 

a prediction of a ~4% density 1ncrease in the centre of the elroD. This was not 
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observed and was shmvn to be because the density fit is governed by the liquid 

in the surface region where the effective hydrostatic l)ressure is much lmver 

than at the centre. 

DR. M. lvHITTLE (U.H. I. S. T.), co-author J .H.'<. Clarke, described the 

relationships between shear viscosity and molecular orientations in simple 

diatomic :fluids, based on Legendre polynomial expansions of the molecular pair 

correlation functions. Bv comnarinrr with f,fD simulation results a reasonable 
' -- 0 

decoupling between centre of mass and orientational contributions to the shear 

viscosity was achieved at low density. A number of revealing insights into 

the effects of orientational movements on shear viscosity were given. Using 

an Aligrunent Tensor) which is especially useful at low density, it was shown 

that the alignment of molecules during shear flow decreases the viscosity. 

DR. J.H.R. ClARKE (U.M. I.S. T.), co-author D. Brown, continued this theme 

by discussing the mechanism of non-Newtonian Elow in model n-hexane. A 

6-centre LJ model o·E n-hexane using the Ryckaert and Bellemans potential 

parameters was used. The effect of applying a shear strain rate was to 

elongate the conformers (trans-configurations being more imoortant) leading to 

a rapid rise in shear stress. Interestingly the molecular re-o1·ientation 

resul tinP: from this perturbation was a much slower nrocess ( -20 nsec) and which 
'-' - ' ~ " 

hardly contributed to the observed shear stTess changes. A lively discussion 

ensued. Drs. Ryckaert and Kohler speculated on the effects changing the pair 

potential narameters would have. 

The conference concluded with a talk by GISELE i"'t-\REG1t\L (University o:f 

B'russels, Belgium), co-author J.-P. Ryckaert, on the Collective transport 

coefficients of semi-rigid model liquid n-butane near its boiling point by 

equilibriwn molecular dynamics simulations. The shear viscosity and thermal 

conductivity were evaluated by flux autocorrelation ftmctions (Kubo fonnulae) 

on 192 molecules using a new Ryckaert-Bellemans potential representing a semi­

rigid chain (Farad.Disc. Chern.Soc., 66, 95 (1978)). The uncertainties Here 

-35%, The shear viscosity was in reasonable agreement with ex:neriment; but 

the thennal conductivity was twice as large as experiment. The self-diffusion 

coefficients were also investigated by both mean squared displacement and 

velocity autocorrelation flmction methods, Interestingly, the trans-confonnation 

had a larger value than that of the B"auche. The various £1-u..-xes were expressed 

in terms of 11centre of mass 11 and "atomic11 comnonents, 

but different in shane and zero-time value. 
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PROFESSOR K. SINGER (Royal Holloway College), co-author C.S. Murthy, attempted 

to characterise the definition of a liquid by investigating single molecule space 

and time behaviour in diatomic.liquids, Cl2 near the boilin;-:; point Nas 

simulated. Single particle trajectories Nere plotted and showed a very 

irregular path. There \Vere some trends apparent however. During regions 

of rapid movement through space, the molecular axis tended to lie in the 

direction of principal motion. Similar plots, of single particle kinetic energy 

and potential energy were presented. 

At the end of the first day of the meeting Professor Powles initiated a 

lively exchange between attendees on the relative merits of :V!onte Carlo, MC, 

versus ;v!olecular Daynamics, HD, computer simulation techniques. Perhaps 

surprisingly, there was quite a large body of support for the W1ique uses of 

iv!C. Professor Kohler mentioned certain routes to free energy Nere unique to MC. 

Dr. E.B. Smith said that MC could be used as a self-improvement technique for 

performing integrals. PI'ofessor Gubbins mentioned hard-soft potentials as a 

system which was much easier to emnloy by r.-rc than HD. Path integrals were 

other uses. Dr. Imney was sceptical of certain advantages of ::.tc because ~'ill 

could also be used for them. For examnle, constant nressure and temperature 

MD silnulations could be performed just as well as by ~,!D. 

The authors would like to thank the following for supplying abstracts of 

their talks: D.J. Ad::uns, H.J.C. Berendsen, M. Claessens, K.E. Gubbins, 

C. Ht;Jheisel, B. JOnsson, F. Kohler, S.W. de Leew, J.G. Powles, J.E. Quirm, 

N. Quirke and J.-P. Ryckaert. rhese were used extensively in preparing this report. 
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.A New Method for Performing MD and MC 

on Point Charge Systems. I: The lamina 

by D, M. Heyes. 

In the early days o£ MD of ionic systems the Evjen method was di.smlss8d 

as a method for performing the Couloub lattice summations. 
1 

Quite 

rightly, because lt gave unphysical structures even if the first shell of 

image cells was included in these sums. This set the pattern for the 

next ten years. The Ewald method reigned supreme and quite an enormous 

amount of literature has been written on it and its convergence character-

. t· f . 1 t' ' 1970 z, 3 · I th· t th E . th d 1 . 1s 1cs or s1mu a 100 s1nce , n 1s no e, e YJen me o 1s 

returned to and with a small modification ls shown to be a preferable 

met}wd to that of Ewald for lamina ( 11 surface' 1
) lviD i.e, when periodicity 

is only in two dimensi.ons (say, x andy). 

Let there by N /2 positive and N /2 negative point charge ions in the MD 

(or MC) cell. The potential at a point r within the origin MD cell is ,..., 
required, 

N 

V (r ) ~ I qi 
1 

1 

I r - r. - R 
,...._, ,..., 1 ,-vn 

~ 

(1 ) 

where n is the index of an image cell (n = o is the origin or 11 real 11 MD 
~ ~ 

cell), q. is the point charge on ion i, r. is its position relative to the 
1 ,-'1 

origin of the cell (i.e., it is an internal coordinate). R 
r-'n 
~ 

ls the 

displacement vector between the real and an image MD cell, character-

ised by n. Let the MD cell have a square (x, y) cross-section of sidelength 
~ 

s. 
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Figs. 1 and 2 should clarify the system studied. The order in which 

the lmage cells are included in the sum is illustrated in Fig. 3. 

F1 g. 3, The image shells. 

5 4 3 4 5 
4 2 1 2 4 

3 1 0 1 3 
4 2 1 2 4 

y 5 4 3 4 5 

The image cells are summed in the order of their pro::drnity to the origin 

cell n = o. As n increases this shell more closely becomes circular. 

Also the effect o£ this shell o£ image cells can be represented by a simple 

expression involving the dipole moment of the whole cell, as is explained 

below. 
N 

V(/;r.) = V(o)- 2: q. 
1 i 1 

~~~.X + fy.Y + Jz.Z )R -J 
tnd"tn 1nn 

N 

t '[ q. ldx2 
(1- 3X

2 
) + 

i 1 1 n 
h_z (1-JYZ) 

l n 

(1-JZ
2 
n 

R~ 

R2 n 

)R- 3 
n 

Rzn 

+ ....... . 
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where fx. is the x-component 
' 

- 4 -

etc, , and X 
n 

is the 

x-component of R etc, 
o'n 

This expression is a simple Taylor expansion. 

Let us restrict the sum of equation (2) to those image cells for which 

R ). R , some critical cut-off radius in the x. y plane. As Z = o 
n9" c · n 

here and the sum in equation (2) can be rewritten as an integral in a 

two dimensional plane for 11large 11 n then, 

N O> 

L q. /RdR 
1=1 l --3-

R R 
c 

j[ 
0 

('z .2 "" + <)y.l1-3smi9-)d'"'"+ 
' 

where X= cos (9_. and Y = sin C9--. Here a uniform surface density of 

cell dipoles is implicit in the treatment. Hence 

N 2 [ 2 
VIr)"' I:: lq. T\jzs R) ~x. 

. 1 ' c ' R )R l= 
n? c 

• 

I 3) 

14) 

Thus it becomes easy to define the effect at long range of the cell. dipole 

moment from an ever increasingly wider and more truly circular annulus 

of lviD cells about the origin. The correction (or 11 Depolarisation 11
) 

potential has been discussed elsewhere by the author far static 

Far two dimensional (xy) periodicity, then, 

V(r) =lim 

+ 

.rv R -tao 
c 

7';2R[ 
2 s 

c 

-1 
lr-r.-R ) 
~ ,.....1 ~n 

2 2 
lr - r .) + lr -r .) 

X Xl y p 
-2lr-r.) 

Z Z' 
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Similarly for the x and z forces, 

and 

F 
X 

F 
z 

+ 

= lim .. 
R 

c-l>oo 

N 

L 
i = 1 

R 
c 

(r 
X - r J xi) 

N 

[ llm 
i = I 

R 
c -7' <X> 

L_ 
n 

'" 

R 
c 

(r - r .) J 
z "' 

(r - r 
x xi 

(r qi -
z 

• 

r 

R -3 
xn)(r-r.-R) 

,_, r-- .-1 .-.n 
~ 

- R ) ( r - r. - R 
zi zn r- ~' ~n 

N 

(6) 

) 
-3 

(7) 

The convergence characteristics of the Evjen, Depolarised Evjen and 

larnina-Ewald
4 

methods are compared in Table 1. The main point to 

appreciate from this table ls the (usually) excellent agreement between 

the Depolarised Evjen method and the exact potential or fo:t:ce just from 

only considering the firstS surrounding image cells (compare the under­

lined values). The Evjen method is seriously in error and, for these 

test configurations, can even give the wrong sign for a force. Thus even 

far this small number of shells the long range (dipolar) correction is still 

a valid and great improvement on the overall convergence. 

On implementation in an MD program, a NaCl (Rigid ion model) N::::::216 

sample at lZOOK takes 0. 14 sec per tlme step on the GRAY -lS. The 

total energy is 674. 89 kJ mol-l ±. 0. 02 kJ mol-l (r. m, s. deviation) using 

a Tosi/Funi Born-Mayer-Huggins potential. This is roughly the same speed as 

MDIONS
5

, an Ewald program. The chief advantage of the Depolarised 

Evjen method is that lt is much easier to code than the Ewald method 

and one does not lose sight of the principal features of the model employed. 
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The program used for this new long range correction method is 

called SURF and ls available. from the CCPS library. 
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Table 1: 

The potential at a point r = o due to two square planar sublattices: 

q
1 
=qat (x1 ,)]_, ~)and q

2 
= -qat (x

2
, y

2
, z

2
). V (r) in units of 

-I 
qS The x component of the force, F , and F the z component of 

-Z X Z 
the force are in units of q S E - Ewald-like exoansion; w • 

E -Evjen summation, DE - Cfpolarised Evjen from equations herein. 
2 l 

R = (n + 1) 2 S in these exoressions and where n in the integer index c rJ ~ ,..., 

of the image cell (shown in Fig 3 L z = 0, 7S in Ew;(x1 , y 
1

, z
1

) and 

(x2,y2,z2)~ 

(a) -(-0,499, 0,15, 0.1) and- (0,1, 0. 32, 0, 05) 

(b) -(-0,499, 0.15, 0,1) and- (O,l, o. 32, 0.4) 

(c) -(0,25, 0,15, O.O)and (0,4, 0.32, 0.0) 

(d) - (0. 25, 0, 15, 0.1) and I(\ 4, 0, 32, 0. 4). 
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Table 1, continued, 

2 
n 
N 

a 
a 

a 

0 
I 
2 

a 64 

b 0 
b l 
b 2 

b 64 

c 0 
c I 
c 2 
c 64 

d 0 
d I 
d 2 

d 64 

v 

E 
w 

-0.9588 
-o. 6929 
-0. 6662 

-0.6649 

0. 6944 
I. 09 09 
I. 1271 

1.1287 

1.3195 
1.1963 
1. 1443 
I. 1434 

1. 8354 
2.1976 
2.1809 
2~ 1691 

v 
E 

-1. 0653 
-0.8439 
-0. 7986 

-0. 6935 

-0. 0312 
o. 5434 
0. 7060 

l. 037 5 

1.4778 
I. 3984 
l. 304 7 
I. I 786 

I. 7058 
1.9970 
2. 0451 
2. 144 7 

v 
DE 

-0.8390 
-0. 6838 
-0.6680 

-0.6654 

0. 6899 
I. 0533 
I. 1224 

1.1270 

I. 1991 
l. 2014 
I. 14 38 
I. 1440 

I. 8984 
2. 1332 
2.1563 
2.1686 

F 
X 

E 
w 

-4.9334 
-2. 5708 
-2. 3557 

-2. 3419 

-3.1013 
- o. 7273 
-0. 5352 

-0. 5214 

7.2602 
7. 37 58 
7. 5650 
7. 569 3 

4. 6573 
6. 31 30 
6.9620 
6. 9699 

F 
X 

E 

-5.9086 
-3. 8389 
-3. 465! 

-2. 5800 

.,.4, 0444 

-I. 9670 
-I. 6320 

-0.7593 

7.1123 
7. 0438 
7.2900 
7. 5096 

7. 0809 
6. 6581 
6. 7457 
6.9108 

F 
X 

DE 

-4. 0268 
-2. 5083 
-2. 3786 

-2. 3465 

-2. !626 
-0.6363 
-0. 5456 

-0. 5259 

7. 58 35 
7. 3770 
7. 56!6 
7. 5680 

7. 5522 
6.9913 
7. OJ 77 
6. 969 3 

F 
z 

E 
w 

-0.1755 
0. 2491 
0.2730 

0. 2738 

-4. 31 03 
-4.2540 
-4.2612 

-4.2610 

0 
0 
0 
0 

-1. 7093 
-0. 7499 
-0.8492 
-0. 8701 

F 
z 

E 

-0. 6142 
-0. 0342 

0. 0729 

o. 2339 

-2. 1440 
-2. 8300 
-3. 2001 

-4. 0231 

0 
0 
0 
0 

I. 9 581 
0. 7790 
0. 2569 

-0.6314 

F 
z 

DE 

-0. 3001 
0. 1880 
0. 2542 

o. 2729 

-4. 0290 
-4. 1629 
-4.2883 

-4.2569 

0 
0 
0 
0 

-1. 8118 
-1.8867 
-1.9197 
-1. 099 0 

00 



Molecular Dynamics and Graphics: A review of the work at 

IBM UK Scientific Centre 

by A J Morffew 

The graphics group at the IBM UK Scientific Centre has been doing 

research into molecular graphics systems for the last four years. Ide 

have been interested in many applications of computer graphics for 

molecular modelling, mainly in collaboration with university research 

groups. One of these collaborations introduced our group to the 

problem of molecular dynamics. This collaboration is with Professor 

Tom Blundell's group, the Crystallography Department of Birkbeck 

College, London. We have a CASE student with Birkbeck, Ilyas Haneef. 

Birkbeck collaborated with Wilfrid van Gunsteren, Groningen, on a 

molecular dynamics simulation of avian pancreatic polypeptide. 

Haneef then brought a subset of these data to UKSC. 

The group at UKSC began investigating ways of displaying these data 

to emphasise various features. The first step was to set up an 

interactive animation system [1]. This had been attempted in several 

other laboratories, for example, R Ladner (Harvard), S Wodak 

(Brussels), H Bosshard (E~IBL), and Ames Research Centre, Moffett 

Field [2]. The diagram on the next page shows the current UKSC 

hardware. We are fortunate that our hardware includes a channel 

attachment of our minicomputer to our mainframe. This allows us to 

pass data at a very high rate between these machines. When we use 

animation, we set up the frames on the mainframe and stream them to 

our Vector General 3300 high level vector graphics device. \<le can 

then interact with the display using a tablet and pen or a three-axis 

joystick [3], in real time without stopping the animation. Using our 

relational data base [4], we are able to partition the data as we may 

wish, selecting a subset of the atoms, such as the alpha carbons. 

These facilities have been found to be very powerful for examining 

data. 
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Another approach we have tried involves finding new ~tlays of plotting 

trajectories [5]. We have experimented with 4-D transformations, 

using time as the fourth dimension. Normally trajectories are 

displayed superimposed on the molecule in its starting conformation. 

The 4-D transformation allows the researcher to link the end points 

of the trajectories to the pen position so they can be pulled away 

from the molecule, to be examined. The whole picture may still be 

rotated, panned, zoomed, etc. We have also linked three adjacent 

frames to the pen so that they can be superimposed to highlight 

variations. 

1tle have spent some time considering ways of finding the collaborative 

motions in the simulation. One technique we have developed for 

finding atoms moving together is to animate the distance matrices for 

successive conformations [6]. 

~le use the term 'distance matrix' for the matrix 0( ) where n ,n 

X is the positional vector in orthogonal space and s is the distance 

function [7]. fhe term is also used by some theoretical chemists for 

a matrix which defines molecule connectivity. 

We usually invert and scale the distances so close contacts are the 

dominant features. A further step that is quite useful is to animate 

the difference distance matrices, which have been calculated by 

deducting the elements of a distance matrix from the previous matrix. 

This gives us a feeling for which atoms are fluctuating most from the 

mean position and which move together. Should there be any soliton 

like motion through the moleculej this may also be apparent in the 

distance and difference distance matrices. 

Our most recent work has been finding ways of monitoring the changes 

in the backbone dihedral angles during the simulation. We have 

recently imp.lemented the animation of Balasubramanian plots [8]. We 
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are very pleased with the results, our only problem is in the 
wrapping round of the vectors as an angle flips between 180° and 
-180°. ~Je are presently considering ways of improving this 
representation. 

All of these animated representations are very informative and we 

have considered several others as well. ~fe are now arranging for 
some other researchers to use our facilities to help us to evaluate 
our work and, of course, to help them to investigate the results of 
their simulations. 
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PROGRAN UNITS FOR l10LECULAR DYNAJHCS 

I: LENNARD-JONES POTENTIAL 

D.M. Heyes 

One of the most troublesome aspects of any Molecular Dynamics 

project is the choice of a system of so-called program units. 

These link the molecular parameters (such as interaction potential, 

velocity, mass and position) to the physi.cal characteristics of 

a particular state (such as MD cell box side length, which is 

derived from the density and the number of particles, and 

temperature). In this , the first of two notes, convenient 

program units for the Lennard-Janes, LJ, system are presented. 1 

These have been used by the author for many applications and 

have proved to be extremely adaptable. 

The LJ system is defined potential, 

t (r) = 46 {I~) 12 ( l) 

which is a special case of the general n = m potential, 

~=(r) :Ae {(rl- (rr} , (2) 

where A = 
{ 

l -
(n/m)m/n-m } 

-l 
l ' 

(n/m)n/n-m 
( 3) 

E is the well depth at the .minimum, rmin, 

(r . / o-) = (n/m)l/n-m and where o- is the interatomic 
mln ,h 

separation at which r (r) = o. 

The LJ and program units are summarised in Table 1. Quantities 

read-in to a program are in LJ reduced un.i ts: 

* * density Cf ) e.g. 0.8442 , temperature (T ) e.g. 0.722 , 
·> 

time step ( <>t = DT) e.g. 0.005. 

It is worth noting that during the mechanics of a I,J program 
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a minimum of LJ parameters are required. Distance in units of the 

box-sidelength L(=(N le )113 ) serve to define co-ordinates 

RX(I) and co-ordinate inorements DX(I) ('"hich can then be used 

to evaluate velocity and hence kinetic energy). 

TABLE l 

Quantity LJ unit Program unit LJ unit in 

Program unit 

distance a- (N If )113= l (fIN )113 

energy E l -

mass ill l -

temperature El!cB - -

pressure Ecr-3 - -

time a-(miE )112 - -

time step 1:>. t DT -

velocity ( E lm)ll2 - -

density f = l!.,.-3 - -v 

number of 

~articles in N --
the r1D cell 
(cubic) 

volume of - -v 
HD cell . 



Let ri be the position of molecule i then the usual algoritilln is, 2 

.s (t+t.t) = ri ( t) + A =:_i ( t) ' 

(t) (t- t.t) "t2 
.. 

( t ) ' where "r. = "r. + r. 
-" _ _,l -" . 

(t) (t- l>t) .... (t) t.t. and ~i = A 2_i + 2r .. 
_]. 

Hence in FORTRAN and taking the X components 

and 

VELX =(DX(I) + 0.5*FX(I)*DT**2)*CFV 

DX(I) = DX(l)+FX(I), 

RX(l) = RX(I) + DX(I), 

in the above order. 

Here VELX = ~i (t), DX(I) = 

FX(I) = j,"i (t) 

(t), RX(I) = r. 
" 

where 

l> t = DT* <r (m/ E. ) 1 / 2 , 

and 

CFV = (N /p )1/ 3 / DT. 

( t) ' 

(4) 

(5) 

(6) 

(7) 

(8) 

( 9) 

(10) 

( 11) 

Further details of this scheme can be found in the documentation 

to COP5 programs HLJl, HLJ2, HLn and HLJ4. 
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PROGRAf'l UNITS FOR jYIOLECULAR DYNA.i"'ICS 

II : BORN-i'1AYER-HUGGINS POTENTIAL 

D,M, Heyes 

For an n:m potential the emphasis in the choice of program 

units is towards those reduced variables which characterise the 

potential~ This is because many systems can be represented by 

such a form. It is usually less informative to consider a 

specific system as one loses the insights provided by highlighting 

the corresponding states capaclty of the potential. 

In contrast, an ionic potential is conventionally treated 

with a particular material in mind. Consequently, the potential 

and program units are more conveniently expressed in terms of 

11 real 11 quantities such as A, seconds etc. As an illustration of 

th~s change in technique, a potential which is frequently employed 

to model alkali halide condensed phases is discussed. 

The Born-Mayer-Huggins potential with Tosi-Fumi parameters 

is considered, 2 

f ij(r) = qiqjr-1 ( l) 

The first term is the coulomb interaction between ions i and j, 

with charges qi and qj separated by a distance r. The second term 

in equation (1) is the short range repulsion due to the overlapping 

charge distributions centred on each ion, The latter two components 

are the dipole-induced dipole and dipole-induced quadrupole 

interactions. fiiaintaining the change in methodology, the salt KCl 

is considered. The parameters for equation (l) are given in 

Table 1. 
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r.I.'ABLE 1 

0 -l species GJ./A f3 b f ij cij Di j lJ . - -
/10-19 J ' l /10-79 Jm6 /10-99 Jm8 combination /A-

+ + 2. 926 0.423 2.97 I 24.3 ' 24.0 

+ - 3 .048 0.338 2.9.7 48.0 73 .o 

- - 3.170 0.253 2.97 124.5 250.0 

It is the aim to print the MD results for distance, time , 
• -l 

energy and pressure in the popular units: A, psec, kJmol and 

kbar, respectively. The internal or program units are most 

conveniently expressed in terms of quantities of order unity; 

a constraint which governs the choice of program units to be 

described below. 

A. THE POTENTIAL IN PROGRAN UNITS 

Now the coulomb interaction in S.I. units is~ 

¢ c(r) = qiqj I 47\:'Eo 

where 

r ' 

1 qij = 1. 6021917 x 1o-19c 

4TCEc = 1.11264 X 10-10 c2J-lm-1 , 

for monovalent alkali halides. 

+ = - 23.071417 x l0-l9 J/ (r/A) 

Therefore the unit of energy (€) 
-19 23.071417 x 10 J. As a result 

internal to the program is 

equation (l) becomes, 

4 ij (r) = :!: ~ + Bijexp (r/ f') -6 -8 
+ cijr + dijr 

·E • 

(2) 

( 3 ) 

( 4) 

where r is in A. TABLE 2 gives these new modified parameters~ 
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TABLI•' 2 0 
" 

species Blj cij dij 
combinatlon 

+ + 108.9885 1.0532513 1.0402481 

+ - 125 .ll 78 2.0804963 3.1640882 

- - 134.55001 5.3962874 10.835918 
-

B. CONVERTING THE PROGRAM POTENTIAL ENERGY PER ION TO kJ mol-l 

If the average pOtential energy _per ion is ~ * in units 

of G , then scaled to a mole (2 x 6.02252 x 1023 ions) this is 

equivalent to, 

~ /kJmol-l = cp * 
X 10-3 = 

X 23.071417 X 10-19 

2778 0 9614 9 * 
Let kE = 2778.9614 for reference. 

C. PROGRAL'1 UNITS OF MASS AND TIME 

X 2 X 6.02252 X 1023 

The program unit of mass is arb'i trarily defined to be that 

of the positive ion or cation, 

m = 39.102 x 10-3 / 6.02252 x 1023 kg + 

= 6.4926309 x l0-26 kg, for K+ 

Consequently the reduced mass of the anion, 

* m is 0.9066799 , for 01 

The program unit of time is c:r (m/6:·) 1 / 2 using notation which 

was borrowed from ~the Lennard-Janes system. 1 Here though: 

-10 =10 m, 

ill = 6.4926309 X 10- 26 kg 

and E = 23.071417 x 10-1 9 J 

This produces a reduced unit of time t* of 1.6775412 x lo-14 s. 
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D. THE VERLET ALGORITfll'I Ill PROGRA11 UNITS 

The Verlet algorl thrn for following the equat.ions of motion 

in tlme increments of 6-t ist 
6r(t)= _l 

::i ( t + !;, t) 

2 c5 r ( t - .6 t) + F. ( t )6 t /m 
-l -l l 

= r. ( t) + J r( t) 
-l -

(5) 

( 6 ) 

where r. is the position of ion i and F. is the force on ion i. 
l _l 

The program unit of force is E A -l. The program unit of distance 
0 

is A. Therefore, in program units (which are starred), 

Jr"(t) = Jr*(t- £>t) +A~: 6t* 2;m: 
where A = ( G /J) (t*/s) 2 

( cr /10-10m) (m /kg) 
+ 

=2).071417 X 10-19 X (1.6775412 X 10-14 ) 2 

10-10 
X 6.4926309 X 10-26 

= 0. 99999984 m (i.e. A =1m) 

2 
J~ 

mkg 

Thus A = 1 and the units are self- consistent when incorporated 

into an update algorithm. 

E. THE TEMPERATURE 

Let V(t) = o_::1 (t- At) + J;; ~1 (t)6t2 /m1 
i.e. a ''position increment'' proportlonal to the velocity. 

Therefore, 

J;;mv 2 (t) 6 t- 2 
= 2. kBT 

2 

where kB is Boltzmann's Constant. Consequently, 

T = kTm*v 2 (t)/.6t*2 
l-l 

where 

m 
+ 

(3kB t* 2 ) 

= 6.4926309 X 10-26 X 10-20 

3 X (1.6775412 X 10-14 ) 2 X 1.38054 X 10-23 
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Hence, 

kT' = 55706.27 

F. KINETIC ENERGY 

Similarly, kKE converts the distance increment squared for 

a single ion to a kinetic energy in kJmol-l , as follows, 

kinetic energy /kJ:no1-1 
= kKEm: v 2 (t)/.c.t*2 (10) 

' l 

where 

{NA is Avogadro's number ) 

= 55.70627 X 3 X 6,02252 X 10 23 X 1,38054 X 10-Z3 

kKE - 1389.4807 

G. PRESSURE (kbar) 

The pressure is given by 

p ~[ z 2 = mivi 
' 

+LL rs4- 5 /3 
i. .:..j lJ 

drij 

= ~(,\3) £ kPK < T) + kPE <Y> ( E ) /3 J 
= 0.138054 

( T) is the average temperature 

and kPE = 23,071417 X 10-l9 X 1030 x 10-8 

= 23071.417 

Another useful conversion parameter is kTE which converts 

temperature inK to kinetic energy in kJmol-l 

= 2 X 1.38054 X 10-< 3 X 6.02252 X 10 23 X 2 X 10-3 
2 

= 0.024942989. 
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To conclude, a system of program units fOr a Born-Mayer-Huggins 

alkali halide lOnic program has been described. :'his is one of 

many choices that have be-en used. Another form by D. Fincham, 

and used in_ CCP5 program NDIONS, uses the box-sidelength as an 

internal unit oi dlstance. 
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Neighbour Lists Again 

by 

Seamus F. 0 'Shea 
Department of Chemistry 
University of Lethbridge 

Lethbridge, Alberta 
Canada T 1 K 3r-14 

In a recent article, Thompson [1] described the use of neighbour lists 

in simulations, giving a detailed account of the implementation and the 

resulting economies. This note deals with a simple variant on the method, 

and discusses the choice of neighbour list technique, if any, to be used in 

various circumstances. 

The idea was originally introduced in the classic paper of Verlet [2] 

on the simulation of a dense Lennard-Janes fluid. Using a cut-off radius 

slightly greater than the truncation radius of the interaction potential 

[ 1 ], a list is made for each molecule of all other molecules which a!"e, or 

could soon be, 'Nithin interaction range. The lists are renewed at intervals 

[1], and during the intervening steps only the listed pairs are considered 

in calculating the pair interaction energies and forces. With a cut-off 

radius equal to half the (cubic) box length only about half of the 

distinct pairs need be listed, and the resulting savings in computer time 

grows rapidly with N because the number of pairs is N(N-1)/2. However, the 

conventional method requires that an integer index be stored for every 

active pair, so that the list grows roughly as N2/4. This can quickly 

become burdensome in machines with limited stor'age, or where costs or 

priority depend on the amount of storage used. The alternative 

implementation described here combines the efficiency inherent in the use 

of neighbour lists with compact storage. 
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~or a given molecule, any other molecule is either within the cut-off 

range, or it is not, and this situation is ideally suited to a binary 

representation. The first form described here is particularly suitable for 

conventional Monte Carlo simulations, where the use of single particle 

moves requires that one be able to identify all neighbours of the molecule 

being moved. For molecular dynamics simulations, where all active pair 

interactions are required at each step, a simple and obvj.ous modification 

can be used to reduce the required storage by another factor of two, and 

the coding is even simpler·. FORTRAN, still the dominant medium for 

simulation code, had no bit-handling facilities under the old standard, 

and rumour has it that the implementation of the new standard is not yet 

uniform. Many compilers offer non-standard extensions for manipulating bit 

strings, but the details vary from site to site. For these reasons the code 

given here is more cumbersome than it need be, but it should be easily 

adapted to run on any compiler, and those with enlightened compilers can 

use more direct implementations. 

The neighbour lists are held in a two-dimensional array, LIST, of 

dimension NWORDxN. The column length, NWORD, is the smallest integer number 

of words capable of holding N bits, given a wordlength of NBITS. 

NWORD=N/NBITS 

IF (MOD ( N,NBITS) .NE.O) NWORD=NWORD+ 1 

LIST must be cleared before the lists are established or revised, and this 

is easily done by setting each word in LIST to .FALSE. 

Before creating the 
MASK(1) 

MASK(2) 

DO 1 J=1,N 
DO 1 I::1,NWORD 
LIST ( I,J) =.FALSE. 

lists for 
1 ooo ... o 
0100 ••• 0 

the first time, a LOGICAL array MASK 

42 



MASK(3) 0010 ••• 0 

MASK(4) 0001 ••• 0 

MASK(NBITS) 0000 ••• 1 

must be generated; the easiest way to do it is to treat MASK as an integer 

array in a subroutine, using 

MASK(I)•2**(NBITS-I) 

When a new list is being created the double sum over molecules is done in 

the usual way, but with a little extra code. 

DO 1 I=1,N-1 

IWORDo1+(I-1)/NBITS 

IBIT=MOD(I-1 1NBITS)+1 
DO 1 J=I+1 ,N 

(Calculate the distance, and jump to 1 if out of range) 
JWORD•1+(J-1)/NBITS 

JBIT=MOD ( J -1 ,NBITS) + 1 

LIST ( IWORD,J) •LIST (IWORD,J) .OR. MASK (IBIT) 

LIST ( JWORD,I) :.LIST ( JWORD ,I) .OR.MASK ( JBIT) 
1 CONTINUE 

The logical .OR. operator generates a word which has a 1 in each bit 

position which was non-zero in either of the operands; it would also set to 

1 any position which was 1 in both operands, but that situation cannot 

arise here. As a result, the NWORDS for molecule I contain a list of N bits 

with 1's in the locations of those molecules within the cut-off distance. 

The interaction of I with itself is set as out of r-ange, by default, and it 

may be necessary to change this when internal degrees of freedom are 

considered. The lists are easy to use, as shown here. 

(choose a molecule, I, to be moved, and move it) 
(begin the calculation of the change in energy) 

JWORD=l 

,, 

JBIT:O 

DO 3 J:::1,N 
JBIT=JBI1'+1 
IF(JBIT.LE.NBITS) GO TO 4 

J'r'IORD=JWORD+1 

JBIT•1 
IF(.NOT.(LIST(JWORD,I).AND.MASK(JBIT)) GO TO 3 

(Test for the true potential cutoff, etc.) 
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3 CONTINUE 

The logical .AND. generates a word containing 1's only in those positions 

which are non-zero in both of the operands; because the mask has a single 

non-zero bit, this constitutes a test for the corr-esponding bit in the 

list. In this test, if the bit in the list is zero the logical product 

results in a zero word (.FALSE.), and the .NOT. operator• converts it to 

.TRUE., so that the GO TO is executed. The success of this code depends on 

the compiler recognizing as 11 true 11 a word that has a single non-zero bit 

somewhere within it; the standard IBM compilers do this, as do most others, 

but it is worth testing in case a slight modification of the code is 

needed with a particular compiler. Because the operations are logical, 

this method runs very quickly, as well as being compact. The integer divide 

and MOD operations used here for cla!'i ty can be replaced by simple 

counting, and this usually results in slightly faster execution. 

The MD form is simpler because the double sum over· molecules enumerates 

the (complete) list of pairs in the same sequence each time, so that no 

bookkeeping information need be stor·ed. The list is simply a strJ.ng of 

N*(N-1 )/2 bits, and is written and tested in much the same way as for the 

MC case. 

11 

KWORDo1 
KBIT"O 
DO 10 I=1,N-1 

DO 10 J=I+1 ,N 
KBI1'=KB1T+ 1 
IF(KBIT.LE.NBITS) GO TO 11 

KWORD=KWORD+1 
KBIT= 1 

CONTINUE 

(if this pair is not active jump to 10) 

LIST(~dORD)oLIST(KWORD).OR.MASK(KBIT) 
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10 CONTINUE 
Again, the logical .OR. operation is used to· insert a 11 1" in the 

appropriate position in the list to flag an active pair. The use of the 

list is equally simple. 

13 

(this 
12 

KWORD• 1 
KBIT•O 
DO 12 I:;1,N-1 

DO 12 J:I+1,N 
KB!T=KBIT+1 
IF(KBIT.LE.NBITS) GO TO 13 

KTHORD=KWORD+1 
KBIT• 1 

CONTINUE 
IF(.NOT(LIST(KWORD).AND.MASK(KBIT))) GO TO 12 

is an active pair) 
CONTINUE 

The logic here exactly parallels that described before. 

The storage saved depends on the system size and the range of 

interaction, as well as on the word length. For 256 molecules, with the 

cut-off at half the box Jength, and using 16-bit integers, the MC form uses 

16x256 words, and the MD form 8x256, compared with around 128x256 and 

64x256, respectively. F'or larger system sizes the savings are 

correspondingly greater, and it is with larger systems that the extra 

effort in coding this version becomes not only worthwhile, but necessary. 

However, the range of interaction can have a profound influence on the 

situation. For very large systems having only short ranged interactions 

the average number of neighbours may be less than N/NBITS, and the 

conventional technique then becomes more efficient. If the system size is 

very large, even comparatively short neighbour lists per particle can 

prove troublesome, and the logical testing of every pair is inefficient. 

Then, it may be worth using the cell index method. Each edge of the box is 

divided into an integer number of pieces of equal length, the pieces being 
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at least as long as the radius of interaction. Each coordinate is assigned 

an integer index based on the subsection in wh.ich it falls, so that 3N 

words of storage are required. In testing, only molecules in the same or 

next-neighbour boxes can be in range. By testing each coordinate in turn, 

so the vast majority of possible neighbours are rejected at the first test 

etc., a relatively efficient algorithm ~ith minimal storage requirments is 

obtained. One final word of warning deals with dilute systems. Even though 

the expected average number of neighbours may be small, condensation can 

change that very dramatically. The method described here gives the correct 

result, whatever 'the state of the system. In the conventional form the 

storage required for the list.s increases with the number of interacting 

neighbours, and this can lead to problems in a system which can condense. 

For modest sized systems Hith an interaction range which is a 

substantial fraction of the box length, the binary form of the neighbour· 

lists is compact and efficient. As the system size increases, so does the 

advantage of the binary form, as long as the ratio of the range of 

interaction to box length does not get too small. 
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ON THE EFFICIENT EVALUATION OF SQUAHE ROOTS IN MOLECUU\R 

DYNA'IIC SIMULATIONS 

Dr. W.A.B.Evans 

Physics Laboratory, 
University of Kent, 
Canterbury, CT2 7~R. 

In many molecular dynamic programs it is Lmavoidable to take the square 

root inside the inner loop of the forces and torques evaluation subroutine. 

If, as has proved to be the case too often, see Singer (1), the standard system 

square root subroutine is inefficient, then this can have a severe detrimental 

effect on the running speed of the simulation. Singer (1) has proposed an 

alternative coding in Fortran that for his application afforded a considerable 

improvement over the standard routine suppl1ed by the operating system of the 

CDC 7600 at U.L.C.C. 

Singer 1 s method was based on us1ng a polynomial approximation to the square 

root over the range .1 :o: x :s; 1 ·which, with his choice of tmits, covers all the 

likely arguments given a system with hard cores and taking the unit of length as 

half the box side length. Then about 2 or 3 Newton-Raphson "refiningn cycles 

were done on the initial polynomial approximation. Note there is no need in i\JD 

applications to "waste 11 time in checking the sign of the argl..D11ent as the letter, 

being [r. - r. [2 , is inherently positive definite, and the routine in (l) takes 
-1 -] 

advantage of this. 

The point of this letter is to point out that Singer 1 S technique can be 

further opitimised at the expense of departing from Fortran in order to access 

the binary mantissa and exponent of the argument of the square root subroutine. 

This has to be done in machine code and will vary from machine to machine. Since 

the mantissa is a numbeT between .10000 and .lllll (i.e. between . 5 and 1 in 

decimal) and the exponent is an integeT we can proceed as follows:-
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i) If the exponent is even,Civide it by tHo and then take the square 

root of the mantissa. This involves the root of a mnnber between . 5 and 

l and a very good cubic polynomial approximat:wn can be constructed over 

this limited range 

e.g. IX , . 2634840898 + 1.106421066x · . 5061956629x2 + .1363437494x3 

gives an approximation accurate to better than 4 significant figures. 

This is followed by just one Newton-Raphson 11refiningn cycle to yield 

a result to £· significant figures (decimal). A further Ne\\rton-Raphson 

cycle would double, approximately, the mrrnber of significant figures 

(for double precision work). 

ji) If the exponent, E, is odd we [ 
E-1 1 

take -y- J and shift the decimal point 

of the mantissa one to the right. 'fhen we are faced with having to take 

the root of a mantissa number in the r:o_nge 1 ::;; x s 2 and again over this 

restricted domain the polynomial 

IX , . 3709873472 + . 785739262Sx - .181242932lx' + . 02460047827x3 

g1ves an approximation valid to better tha.;1 4 significant figures. ;\5 

before a Newton "refining" cycle gives a result to about 9 significant 

figures. 

If properly implemented, the above should be near optimal for ~ID applica-

tions. Note that the routine involves only one IF statement (to check whether 

the exponent is even or odd). From thereon to the eventual answer to 9 signifi-

cant figures involves only 3 multiplications and 3 additions (for cubic poly-

nomial evaluation) plus 2 multiplications and one addition for the Newton 11 refin~ 

ing 11 cycle. 
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CCPS Literature Survey - Addendum 

W. Smith, F, G~bb 

The literature survey ~ssued •Nith the last CCPS newsletter 

(Information Quarterly No.8) was generally well received, However, as 

expected, the survey managed to miss a number of relevant papers. The 

lis-t printed below presents some of the papers that have been missed and 

which have been drawn to our attention by the authors concerned. our 

sincere thanks go to them for their diligence. 

We hope to produce a second literature survey later in the year. 

Isomerization dynamics in liquids by molecular dynamics. 

R.O. Rosenberg, B.J. Eerne, o. Chandler. 

Chern. Phys. Lett. Vol.75, 162-8, 1980. 

A molecular dynamics simulation of the structure of water in the vicinity 

of a solvated ion. 

M. Rao, B.J. Berne. 

J. Phys. Chern. Vol.BS, 1498, 1981, 

A Monte carlo procedure for the study of solvent effects on quantum 

molecular degrees of freedom. 

M.F. Herman, B.J. Berne. 

Chern. Phys. Lett. Vol.77, 163, 1981. 
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