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Editorial

Now that the newsletter has reached its eighth issue it 1Is pleasing to
repert that interest in its contents remalns high. . The response to the
recent CCPS questiomnaire revealed uniform appreclation of both its content
and format. . Such testimony 1s gratifying in view of the effort required to
produce itl We heope that this new issue will be equally well received,

Our thanks once again go to the contributors listed below. Most of them
have been contributors  in the past and are”partly'the:reésdn“fdr”the o
newsletter’s popularity. We hope that our readers will be'inépiréd:“'::
themselves to contribute and we remiond them that we are happy to'conéidér
any article they may wish to send. (We would bé particularly pleased to

hear from our overseas readers).

Lastly, we should thank the Reprographics Division at Daresbury Laboratory
for their efforts in typing and producing the newsletter. Their -
flexibility and hard work greatly reduce the workload on your humble =

editor. - .
Contributorses .. -

3.M. Thompson, School of Chemical Engineering, Olin Mall, Corunell
University, Lthaca, NY 14853, USA. )

D.M. Heves, Department of Chemistry, Royal Holloway College, Egham,
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N. Corbin,: . Department of Chemistry, University of Westerm Ontario,
London, Ontario, Canada. '

S.K. Mitra,. Computer Science Department, University of Reading, RG6 2AX.

R.W. Hockney, " " " " A

D. Fincham, D.A.P. Support Unit, Queen Mary College, Mile End Road,

London, Bl 4NS.

"K. 8inger, . Department of Chemistry, Royal Holloway College, Egham, =
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F. Gibb, Library and Reprographic Services; SERC Daresbury

Laboratory, Daresbury, Warrington, WA4 &4AD,
W. Smicth, Theory and Computational Sclence Division, SERC Daresbury
Laboratory, Dareshury, Warrington, WA4 4AD.



General News

1)

2)

3

4)

5)

The next CCP5 Meeting will be on the subject of "Phase Traunsitions™ and
1s scheduled ko occur in December, 1983, The locatlon has not yet been
decided. More details will be released 1n the unext "Information

Quarterly".

Our thanks go to a2ll the CCP5 participants who completed and returned:
the CCP5 questionnaire, that was circulated recently., With this help an -
informed "Reﬁewal Proposal' has been prepared and submitted to the
SERC. At the time of writing there has been no discussion of the -
rengﬁal of CC?5 within the SERC. We are, however, optimistic of the -~
continuation of CCP5 beyond the 30th September, 19831

Users of the Cray~lS at Daresbury will know that it 1is due to move to. -
ULCC after Easter 1983. There are, however, pctential sources of.
delay, principally the linking of the SERC network into the new ULCC. - -
telecomﬁunications system and the completion of the ULCC building
extension. Users should consult the ULCC Newsletter {No. 164 March,
1983) for details. The Cray—1S will be unavailable to users for -

approximately four weeks following the removal.

People who attended the seventh CCP5 meeting in Reading on "New
Computers/The Simulation of Quantum Mechanical Systems” last December,
ware no doubﬁ impressed by the organisation of the meeting as well as
its content. Our thanks go to Professor R.W. Hockney. of: the Departﬁéht '

of Computer Science and to thé'staff:at?Reading_University for

. organising the weeting and to David Heyes of: Royal Holleway Collegé;---3

for his assgistance.

It has been suggested that the Newsletter could be used téd announce
fortheoming publications relevant to computer simulation. We would
therefore be pleased to announce the imminent appearance of any such
paper or document accepted Ear publication, provided tht the authors

notlfy us in good timel
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6)

Readers ars reminded of the existence of the CCP5 Program Library which
is available to anyone interested in 1ts contents. The programs may be
obtained, free of charge, on submission of a magnetic tape to the

program librarian {Dr. W. Smich, TCS Division; Daresbury Laboratory,

-Daresbury, Warrington, WA4 4AD). Listings, and documentation for

individial programs are aiéq aﬁéilablé.::A 1ist déscribing”tﬁe'pfograms

_ available is provided overleaf.



List of Programs in the CCPS Program Library.

MDATOM by S. M. Thompson.

M.D. simulation of atomic fluids. Uses 12/6 Lennard '~ Jones
potential function and F£ifth order Gear integration algorithm.
Calculates system average - caonfiguration energy, kinetic energy,
virial, mean square force and the associated R.M.S. deviations and
also aystem pressure, teémperature, coustant volume specific heat,
mean square displacement, quantum correcilions  and radial
distribution funetion.

HMDIAT by S. M. Thompson.

M.D. simulation of diatomic molecule fluida. Uses 12/ Lennard -
Jones gite =~ s3site potential functions and a fifth order Gear
algorithm for centre -~ of -~ mass watlon. Angular mwmotion is
calgulated Dby fourth otder Gear algorithm with quaternion
orientation parameters. Calculates system average configuration
energy, kinetic energy. virial, mean square force, mean square
torque and the assceiated R.M.8. deviations and also system
pregsure, temperatura, constant volume specific heat, mean square
displacement and quantum corrections.

MDLIN by S. M. Thompson.

M.D. simulation of linear molecule flulds. Uses 12/6 Lennard -
Jones site - site potential functions and a f£lfeth order Gear
algorithm for centre -~ of =~ mnass woetion. Angular motion is
calculatad by fourth order Gear algorithm with quaternion
orientation parameters. Liat of calculated properties is the same
as HMDIAT.

MDLINGQ by S. M. Thompson.

¥.D. simulation of linear molecule fluids. Uses 12/6 Leunard -
Jones gite - site potential functlons plus a poinc electrostatic
quadrupole, Uses a fifth order Gear algorithm for centre - of =
mads motion. Angular motdon 13 calculated by fourth order Gear
algorithm with quaternion  orientation  parametars. List of
calculated properties 1s the same as HMDIAT.

MDTETRA by S. M. Thompson.

M.D. simulation of tetrahedral molecule fluids. Uses 12/6 Lennard -
Jones gite = site potential functiona and a £1lfth order Gear
algorithm for centre = of = mass notiou. Angular motion is
calculated by fourth order Gear algorithm with  quaternion
orientation parameters. List of calculated properties 1s the same
as HMDIAT.



MDPCLY by S. M. Thompsocn.

M.D. simulation of polyatomic molecule fluids. Uses 12/6 Lennard =
Jones site -~ site potential functions and a fifth order Gear
algorithm for centre '« of = mass moticn. Angular motion 1s
calculated by fourth order Gear algoérithm with quaternion
orientation parameters. List of calculated properties is the same
.as HMDIAT.

M.D. simulation of polydtomic molecule mixtures. Uses 12/6 Lennard
- Jones site - site potential Functions and a Verlet leapfrog
algorithm for centre = of = mass motion. Angular motion {is
calculated by the Fincham leapfrog algorithm using quaternion
orientation parameters. Calculates system average configuration
energy, kinetic energy and virial and associated R.M.S. deviacions
and also pressure and temperature.

MDMULP by W. Smith.

" M.D. simulation of pbl?ﬁtodid'mblé&uiébﬁixtﬁfeé€ ﬂ§és 12/6 Lennard
-~ Jones site -~ site potential functions and point electrostatic

" multipoles - (charge, dipole and quadrupole). TLong  range

electrostatic effects are calculated using the Ewald summation
method. Uses a Verlet leapfrog algorithm for centre = of - mass
motion. Angular motion i3 calculated by the Fincham leapfrog
algorithm using quaternion orientation parameters. Calculates
system average configuration energy, kinetic energy and virilal and
assoclated R.M.S. deviations and also pressure and temperatursz.

CMDMPOL by W. Smith & D. Fimcham.

M.D. simulation of polyatomic¢ molecule mixtures. Uses 12/6 Lennard
- Jones site = site potential functions and fractional charges to
represent electrostatic multipoles. Long range electreostatic
effects are calculated using the Ewald summation method. Uses a
Verler leapfrog algorithm for centre = of - mass motion. Angular
motion 19 calculated by the Fincham leapfrog algorithm using
quaternion orientation parameters. Calculates system average
configuration energy, kinetic energy and virial and associated
R.M.8. deviations and alsc pressure and temperature.

DENCOR by W. Smith."
Calculation of density correlation functions. Processes atomic M.D.
data to produce the Fourier transform of the particle demsity, the

intermediate scattering functions and the dynamic struccure
factors.



CURDEM by W. Smith.

Calculation of current density correlation functioms. Processes
atomic M.D. data to produce the Fourier transform of the current
density, the current density correlation functions and their
temporal Fourier transforms.

HLJL by D. M. Heyes.

M.D. simulation of atomic fluids. Uses 12/6 Lennard = Jones site =
site potential function and a Verlet leapfrog algorithm for centre
- of =~ mass motion. Calculdtes system average configuration energy
and  kinetic energy and ‘associated R.M.S. deviations and also
pressure, temperature, mean. square displacéments and . radial
distribution function.’ o o ' B

HLJZ by D. M. Heyes.

M.D. simulation of atomic fluids. Uses 12/6 Lennard - Jones site -
site patential function and a Verlet leapfrog algorithm for centre
= of ~ mass motlon. Calculates system average configuration eunergy
and kinetic energy and 4dssociated R.M-S. deviations and also

pressure, temperature, = mean  square displacements, . rvadial
distriburion function and velocity autocorrelation function.

" HLJ3 by D. ¥. Heyes.

© M.Dv glmulation of atomic fluids. Uses [2/6 Lenmard ~ Jones site =
site potential function and a Verlet leapfrog algorithm for centre
- of - mass motion. The link - cell method is employed to enable
large sgimulations. Calculates system average conflguratioun energy
and kinetic energy and associated R.M.S. deviations and also
predsure, temperature, mean square displacements and radial
distribution function. '

HLJ4 by D M. Heves. =

‘M.D." simuldtion of atoumic fluids. Uses 12/6 Lemnard - Jones site -
site potential function and a Verlet leapfrog algorithm for centre
~ = of - mass motion. The algorithm allows either the temperature or
the pressure to be constrained. Calculates syatem  average
configuration energy and kinetic energy and associated R.M.S.
deviations and also pressure, temperature, mean square
displacements and radial distribution function.

"HLJ5 by D« M. Heyas.

M.D. simulation of atemic fluids. Uses 12/6 Lennard - Jonéé'éité -
9ite shifted potential function and a Verlet leapfrog algorithm for
centre - of =~ mass motiocon. This method removes the discontinuities



at the vpotential cutsff radius. Calculates  aystem  average
configuration energy and kinetlic energy and associated R.M.S5.
deviarions  and also  pressure, temperature, mean squara
displacements and radial distribution function.

HLJé by D. M. Heves.

M.D. simulation ofgatOmic.fluidsq Uges 12/6 Lennard - Jones site =
site shifted potential functicn and the Toxvaerd algorithm for
centre = of - mass motion. This algorithm 1s more accurata than the
Verlet algorithm. Calculates system average configuration energy
and kinetic energy and assoclated R.M.83. deviations and also

prasgure, temperature, = mean 3square displacements and radial
distribution function. . .

:'MCRPH by D. M. Heyéé.; .

M.C. simulétidu___of?-electrniyfes;_ ﬁonteu Carle program using
restricted primitive model of an electrolyte. The potential is
regarded as infinite for r d and Coulombic for r d. The
properties calculated are the average conflguration energy and its

R.M.S. deviation, the pair radial distribution function and the
melting factor.

HQTOCH.b? W. F. van Gunsteren & D. M. Heyes. - .

:'SQDQ: or M;D- simﬁlatidn.of.moieéﬁlés in ﬁacuo-ar in a rectangular
. cell with solvent or lattice atoms (l.e.. Langevin or Brownian
dynamiecs of large moleculea). :

MDATOM :by D. f‘inc hém.

M.D. simulation of atomic fluida. Uses 12/  Lennard < -Jones

potential fumction and Verlet leapfrog integration algorithm.

. Calculates system average configuration energy, kinetic energy,

. virial and . the assoclated R.M.S. deviations and also - system

. pressure, temperature, mean square. displacement. and - radial
distribution functionm. : : e

MDDIAT by D. Fincham.

M.D. simulation of diatomic molecule fluids. Uses 12/6 Leunard -~
Jones site = agite potential functions and the Verlet leapfrog
algorithm for centre = of - mass motlon. Angular wmotion is is
calculated using the constraint algorithm. Calculates system
average configuration energy, kinetle energy, virial and the
asgociated R.M.5. deviations and also system pressure, temperature
- and mean square displacement.



MDDTATO by D. Fincham.

M.D. simulation of diatomic fluids. Uses 12/6 Lennard -~ Joues 'sitce
-~ gite potential functions and a point quadrupole electrostatic
term. Employs the Verlet leapfrog algorithm for centre = of = mass
motion. Angular motien 1s calculated using the constraint
algorithm. Calculates system average configuration energy, kinetic
energy, virial and the associated R.M.S. deviatiloms and also syscem
pressure, temperature and mean square diSplacement. T

MDIONS by D. Fincham & W. Anastasiou. ' -
M.D. simulation  of - electrolytes. Uses exp/6/8 potential Functiom
and the Coulomb electrostatic potential. Long vange - interactioms
are calculated using the Ewald summation method. Uses the Verlet
leapfrog algorithm for particle motlon. Calculates system average
configuration energy, kinetic energy, virial-and the associated

R.M.8. deviationg and alsc system pressure, temperature, radial
_distribution functions, statlc - gtructure factors and mean square

.. digplacements.

VDMANY by D. Fincham & W. Smith. .

M.D. simulation of polyatomic molecules. Uses 12/6 Lennard = Jones
glte = site potential functions and fractlonal charges to represent
electrostatic mnultipeles. Long rauge electrostatic effects-are
¢alculated using the Ewald summation method. Usas a Verlet leapfrog
algorithm for centre -~ of =~ wass motlon.: Angular -motion 1s
calculared by. the Fincham leapfrog algorithm  uging ‘quaternion
orientation parameters. Calculates system average configuration
energy, kinetic energy and virial and associated R.M.S. deviations
and also pressure and temperature. FORTRAN 77 standard program.

CARLOS by B. Jonsson & S. Romano.

M.C. simulation c¢f a . polyatouic. solutae: molecule in Can - aquecus
cluster. (i.e. a molecule surrounded by water molecules). The water
. = water potantial. is calculated using &dn analytical fit to ~‘an ab
initio petential energy surface due to -Matsuoka et -al.  The
solute=-solvent petential i1s optional. 7The program provides an
energy and coordinate “histery” of the M.C. simulation. An analysis
program CARLAN for processing the data produced by CARLOS 1is also
available.

MCN by N. Carbin.

' M.C. simulation of atomic flulds. Standard (Metropolis) Modte Carlo
program for atomic fluids.



5CH by N¥.. Corbin.

M.C. 3aimulation of atomic fEluids. Standard (Rossky,Friedman and
Doll) Monte Carlo program for atomic fluids.

SHF by N. Corbin. |

M.Co simulation of atomic fluids. Standard (path integral methcd)
Montae Carlo program for atomic Eluids.=- .



REVIEW OF THE SEVENTH CCPS MEETING: NEW COMPUTERS / THE SIMULATION
OF QUANTUM MECANTICAL SYSTEMS.

W. Smith.

The seventh CCPS meeting, which was staged at Reading 16/17 th
December 1982 was somewhat of a departurse from previous CCLPS
meetings. In recognition of the rapid developments in computer
technology that have occurred over the last few years, part of the
meeting was given. over to  the .gubject. . of. pew computers. The
lectures on this theme were stongly indicative of  the . versatility
and power of modern computers aznd managed a few surprises in an
already surprising subject. Sharing with the toplc of new computers
was a collectlon of lectures on the quantum aspects of simulatiom
work. This is a highly complicated area and the lectures clearly
showad both the difficulties and the importance of this work.

The first gspeaker was Professor K. R. Wilson (University of
Caiifornia), who spake on the subject of molecular mechanics. He
began by describing existing iInteractive systems which permit the
experimenter to participate in a molecular dynamies simulation.
Through the use of manual controls the experimenter may exert
forses and torques on a molecule and simultaneously feel the syatem
respouse . 3uch sSystems are meant to enhance the experimenter’s
i{ntuitive grasp of the dynamic processes within a liquid.

Professor Wilson has developed the graphical capability of his
programs to produce motion plctures of simulated systems. One such
film demonstrated the milcroscopic processes within such liquids as
water, ethane and cyeclohexane. The intramolecular motions were
clearly visible. The film alsc showed the photodissoclation of
molecular chlorinme in a gelection of solvents. The processes of
recombination and quenching and the influence of the solvents were
revealed. The overlap of the vibrational frequeney spectrum of the
solvent with that of the excited chlorine molecule provided the
explanation for the solvent quenching efficiency. A further
demonstration of this graphical approach was given {n a 3-0 f£ilm of
the mechanism of ion conduction in bacterial gramicidin.

Professor Wilson’s prineipal resaarch toel is a system he
described as a molecular workstation, at the heart of which 1s an
FPS AP 120B. Commenting on the use of this processor, he revealed
that the block procasaing of data wasg necessgary to reduce relative
1/C overheads and that it was preferable to recalculate the data
rather than rersad them from scoerage. The AP 1208 can be totally
dedicated to one user, thus allowing long projects toe be completed
quickly, but its reliance on assembler language coding for optimal
efficlency 1s a drawback. Profeasor Wilson sees the future in terus
of extending the capability of the molecular workstation.

In the gsecond lecture Dr. D. M. Heyes (Royal Holloway College)

reported his investigations Iinto the relative efficlency of the new
computers in various MD simulations. Dr. Heyes has studied a broad
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range of computers, including serial (e.g. Amdahl 470/V8), pipeline
(e.g. Cray-1S) and parallel processors (e.g. ICL DAP/2980). Each
computer was uged to simulate a Lennard-Jones £luid at different
densities using a simple Verlet method initiellj'and then extending
to the more sophisticated ‘nefghbourhood table’ and “link cell’
methods. The  general  superfority of the Cray=-1S was apparent
throughout, but it lost ground to the serial computers in the
neighbour-listed methods due to the loss of vectorisation inherent
in the SCATTER and GATHER operstions.' (Dr. Héyes’s results are
reported in the December issue of the CCPS newsletter ) NV

"’The3 relative performance Cof serial,' pipeline ‘and. perallel

'~'processors wag also the ‘subject of the lacture %y Professor R.. W.

Hockney (Rezding), who sought to provide a quantitative scheme both
to: ¢classify and assess the performance of new computers. He: begsn
by “defining the terms serdial, pipeline and’ parsllel as applied to
processors and = 1llustrated the diffarences by deseribing . the
central: - processing ‘units of several available computars (Cray-~1S,
- CDC Cyber 205 FPS AP IZOB ICL DAP)._ )

To describe the performance of new computers Profedsor Hockney

“: introduced two “parameters; the half-performance vector length

(al/2) and" the asympdtotic maximum ~pérformance (rw ). The f£lrst
parameter defines the length of a veataor for which a ‘computer
achieves half of its maximum performance rate and 1s a measure of
- the hardware parallelism in-the conpufér;'The"second'parsmeter is
~ the megaflop’ rate generally used to' "des¢ribe performance. Serial
© computers  may be-characterised by nl/2 = Q and Too =wl/tl, where tl
- 1s the time for "a single operstion-_ ‘Pipeline processors have:
..n1/2 = (s+1 1Y and Tod 1/T, where a is’ the ‘vactor startup time, 1
18" ~"the '~ ‘length ~ "of" the ~pipeline =~ (f.e: the'” number . of
nicrohinstrUctions in the operation) and T is ‘the computer s clock
period. Array ~processorsg are described by~ Cal/2 = N/Z e and
‘ras = n/t’, where N {3 the number of processing elements and t° is
‘the time for the parallel” operacion to be completaed. ‘When the
number of processing ‘elemients exceeds the length of the array. to be
" processed, (as in ‘the cade oE a hypothetical paracomputer, where N
“ig- infinite), ‘all Operations are completed in a single step and T o
is" then infiniCe. ﬁ“‘ : : . L . o

. Applying ‘these construets experimentally to specific computers

'Professor Hockney showed that the ‘performance depended very much. on
+ the tagk-alloteds The Cray-l was shown to be lesst__efficient ‘when
performing - the SCATTER and GATHER oparations, while the Cyber 205
was severly handicapped when processing non-contiguous  array
elemaentss. The ICL DAP was extremely efficient at l-bit operations
as a consequence of being a bit procesying computer. The results of
these investigarions were prasented in the form of a 2-D’ ¢hart of
- re# v9. nl/2 for various operations. Tha Cray~l operations occupied
~an area ‘of high reo and low nl/2; indicating its suitability as a
general purpose computer. The Cyber 205 occupies a much larger area
- of  the chart” indicating a larger range of processing speeds and
only reaching maximum rate for very long vectors. This tendency was
even - more marked with the ICL DAP. Both thede computers can he
- operated in one of several modes, of differing speeds, depending on
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the precision required and they excel'et'specielised'applicetions,

' Professor Hockney’s final comtribution was to demonstrate how
‘4 knowledge of the e and nl/2 parameters for a given computer can
assist with the Selection of the most _efficien: algorithm. for a
glven task. _ '

be. S K. Mitra (Reading) described the eteps he had taken to
'achieve a partial vectorisation of the PEPM . program,z which is a
standard prograd for simulating large particulate systems (N >
1000), with long range forces. The PPPM. (Particle - Particle =~
Particle’ '-f Mesh) algorithm eeparatee the force into its long and
short range components. The’ shaort range forces are handled by - the
“1link "cells” metliod. The - long. . range. (electrostatic) forces are
- evaluated using a mesh charge sharing scheme and. 2 _faSt Fourier
transform - techniqua to determine the potential ‘The electrostatic
field is determined’ uding-a’ diffeérence scheme. Vectorisation. of
these schemes was ‘achieved' using. SCATTER and CATHER to:prepare
suitable arrays for processing in the treatment of the short range
forces and a vectorised Fourier transform i{s used in the leng range
forces calculation. The program is now 2.14° times. faster- Larger
~ and more complicated systems are to be simulated because of cthese
"improvementso_ : : :

_ “Dr. D. Fiacham (Queen Mary College) gave the firat.  of three
’lectures dealing with the applicatiom of the ICL DAP in.simulation
" work. He began by outlining the structure of the DAP and émphasised
the 2<D ‘arrangement ‘of: the processing elenents as having importance
in many ‘applications. ‘The DAP also functions as a_ storage . module,
wiieh ‘makes 1t commercially: attractiveo The_DAP_Ls a bit processor
‘and this meang that the user can define his his own. preécision,
while ‘“such "functions as EXP 4dnd SQRT are aqually as fast as
~ ordinary artihmetic. In addition the DAP has an extended. FORTRAN
langtage, which '{s quife simple to use, though some consxderation
of parallelism:as a programaing concept is required ~and this is
translated - into very efficient ~machine’ ‘code. The DAP has found
application in the MD sinulation of solids and liquide, the. former
being the ‘easier to implement bécause the mapping of 3-D latrices
onto the 2-D array of processing elements within the DAP {is
parcicularly elegant. In the future Dr. Fincham sees. the growth of
'-microcomputers linked to . powerful array. . processors and . with
- enhanced graphxcs capabilities ‘as’'a likely development and referred
- o Professor Wilson 3 molecular workstation as an example...,.”

The'applicetion of'the'ICL_DAP to specific,_problems..was}.the
“eogncern of Dr. G. S. Pawley (Edinburgh) in his lecture. Dr. Pawley
has applied the the DAP to the 3-D Ising model and to Quantum
Chromo-Dynamics (QCD). There are some resemblances between the two
applications in that both of them are lattice simulations and both
- require a great deal of calculation. These requirements are well
fulfilled by the DAP. Three and four dimensional problems  can be
readily wapped onto the DAP 2-D array of processing elements. Also
the low cost of the DAP means that it is ‘dvailable as a vask
dedicated -~ computer. The 3-D Ising model was simulated using a
64%64*64 cube and the calculations proceeded at the rate of 2

12



million spin updates per second. Great care was needed to generate
random  numbers correctly for this application. The QCD model. was
simulated on an 8*8#*8*8 lattice (representing the Ffour dimensions
of “"space and time) to which an SU{3) gauge field was added. The
calculation rate was 100 ‘updates per. second. Very . long
calculations; lasting several hours, were necessary. in order to
achleve truly independent configuyratiors. Dr. Pawley commented that
the DAP was presently a very rudimentary computer and should see
great improvements in performance in the future.;,

" DE M. P Allen (Oxford) has"applied _the DAP a' MD

" gimulation of classical ‘octupoles on a 2-D lattice. This problem

‘maps particularly well onto . the DAP ae_' in . other .. lattice
applications. The _representation ‘of | the quadrupole - quadrupole
_ interaotiOnS"made use of the quaternian orlentation. parameters .o
 describe the angular ‘dependence. The equations of motion were also
couched in terms of chese parameters, making the Iinfegration scheme
particularly elegant. The simulated system consisted of. 4096
particles and the calculation proceeded at the rate of 2000
timesteps in 15 winutes (10,000 particles per second). A number of
correlation functions were calculated and the results were shown.

_ Tha last leoture of the”day was Eollowed by a demonstration of
- the  ICL Perq wmicfocomputer arranged by Dr. Do Fineham and.Dr. D.
Heyes. The Perq microcomputer has high resolution graphics and. this

- was put to good use to demoustate tlie motions within a lé: particle

MD simulation of a Lennard—Jones fluid. The Perq. 1s. belileved to
have ‘considerable ‘potential ~far simulation work and an attatched
f'array processor 13 likely in the Euture., o :

The first speaker on the second day ‘was. Dr.. . F+. Bakker
”(Delft) ‘Dr. Bakker’s intérest is the constructiom oE specialiSed
computeré'for'Hm simulation work. Such computers have the advantage
over conventianal bomputers“in thae they can be precisely tuned to
the - task presented’ to ' them.. Such factors. as the choice of
. wordlength,  an adapted ® instruction set, pipelined operations and
- the hardware etilisation of d{nherent parallelism provide great
-efficiency. To these must be added the. modern conveniences of VLSI
technology, computer aided- design,g advanced - test. equipment and
: microprocessors-- all of which aid in the production.

The MD processor designed by Dr. Bakker and his colleagues is
* 'based ou the Verlet integracion algorithm and uses link=-listing .

 enable the eimulation of  very large systéms. However, unlike a
conventional simuldtion of a Lennard-Jones sgystem. there 1s mno
computer - program as such. The tasks normally defined by the
software now find expressiom in the hardware construction of the MD
processar. There were specific arithmetic units to updates the
- particle positions and the momenta as well as te handle the
. link~list. There is no unique wordlength in the design, the
particle positionsg have a 24 bit representation, the momenta a. 32
bit representation and there 1s a 16 bit address representation.
Interestingly, the periedic boundary condition is handled by a
eyclie shift of the binary word storing the position. The preocessor
makes as much use as possible of pipelining and parallelism to
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achieve maximum efficilency. Not only are x,y and 2z components of
position (and momentum) wupdated in parallel, but quiescent data
(i.e. data not otherwise being altered) are frequently tapped to
calculace such quantities as the potential and kinetic eénargies.
The current MD processor 1is- coufigured with a HP 1000 minicomputer
and an FPS. AP 1203.

. V'Io"the' neéar” future ‘the MD processor. will be capable of
simulating 64,000 particles, of four diffent (Legnard - Jornes)
types together at a rate of 4 millfom particle pairs per second
which is equivalent to the Cray-l. The cost will be in the region
of 15 'to 20  thousand pounds, to which ‘should be ‘added 3 to 5
man~years of effort. Dr. ‘Bakket conceded that the development of
the - MD processor raised many problems, fot least the amount of new
learning required by the developer, but ‘the 'performance . of the
processor - against ~the ' cost made it very attractive. He concluded
his lecture  with a desoripLion of ‘the results of a 2-D
Lennard-Jones- simulation. o ) ' o i o

. The' seetion- of-the‘ooofefeﬁdeion'neﬁ'oomputefs'wesfooneiuded
by a  lecture by Professor (. Moser (CECAM). Profsssor Moser
outlined the types of cowmputing problems existing or imminent, such
as plasma simulation,; turbulence, spin glasses or the propertieg of
materials- and then ‘described the types of computer that would be
availabla- to golve them. A current solution'to'such problems is rhe
use . of mainframe ' computers that possess ‘vectot registers or have
attatohed procedsors with this capability. Such computers are _well
known. A second  solitiom 1is  the  production of special purpose
computers. According to the design, these may have the advantages
of large memeory, cheapness and a freedom from software problems.
Such computers have already been ¢onstructed, as for instance, the

¥D - proecessor -af Dr. ‘A.  F. Bakker. The 'disadvancages_ofxeuch

computers are the long peviod of development’ necessary to. preduce
the finished model dand the Erozen nature of the program, which is
embedded in the hardware design. The third_solucion_is ~the design
of - new kinds of computer such as SIMD (Single Instruction Multiple
Data-stream) and MIMD {(Multiple Instruction Multiple Data-stream)
computéry. SIMD computérs eéxecute the same instruction on many data
channels and thereby achieve high processing rates. The ICL DAP .  is
an example of this. MIMD computers may perform many different
instructions on many data channels and thus may be capable of ultra
high - speeds. - Such MIMD- computers “are not yet avallable but are
being studied, though they present ‘corigiderable problems for__:he
computer - designers. In ‘the future Professor Moser advocated a
closer ltaison between physicists and computer manufacturers to
bring about the emergence of suitable computers. '

The first lecture on the subject of quantum mechanical aspects
‘of simvliation was delivered again by Professor K. R. Wilson
(California). Speakiung on the application of quantum corrections to
simulation of nuclear motions, Profezsor Wilson noted that on
transforming the results into the fraequency domain, high frequency
motiond tended to by harmonic while low frequency (diffusive)
motions teoded to be anharmonic. Harmonic motions are easily
treated quantum -~ mechanically and hence the quantum correction is
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easy to determine. (l.a. construct the appropriate .  harmonic
oscillator, solve the Schroedinger equation and take the limit as
Planck’s constant goes to zero). Anharmoniec motionms occur. only in
slower modes and are easily solved classically. Hence 1n these
caseés the quantum corrections are. small. Using these. . ldeas
Professor Wilsoun was able to show how. to correct I. Re,y Raman and
electronic spectra as well as thermcdynamic quantitles. In - cases
where - the. frequency ‘dependence .showed contributions: from several
_fceources, the quantum. ccrrection appropriate to- each source..had. to
" be  weighted _acccrding to. the. peak inCensity in. the. Fourier
o tranaform.:,wu__ T OO U S

_ The éimﬁlatice'cf'trce_quantﬁm_SyStede_(at _Zaro . temperature)
“by Monte Carlo, was the subject of the lecture given by Professor
© DoM. Ceperley’ (University of California).: Professor  Ceperley has
- ‘applied the Monte Carlo method to both Boson and Fermion systems
and his studies ineclude small ‘molecules (perticularly Hydrogen),
~thin films, the electron gas and Helium~3 and Helium—&.__

'“-He*'began"his"lecture' b?'”dEscribing' the baeic Hbﬁte Carlo
method for Bogon systems. The wmethod i3 derived from the time
dependent Schroedinger equation iIn imaginary time. This must be
solved subject g the’ cofrect'bcuhdary"ccﬁditicns to. obtaln the

- grouwndstate of the system in question. Ou defining the. probablity
 distribucion function' as. a product of. the unknown: - 9ystem

- wavefunction and & known trial wevefunction. the equation can be

" converted into a differental equation relating the time derivacive
of the distribation function to the ‘local energy’ and. the. ‘quantum

- force’, which sre known quentities.;_This equation  resembles a

diffusion equation, with additional “drift” amd “growth’ terms and
this permits the system ta be evaluated by Monte Carlo methods.

' The algorithw "starts with an ensemble of sySCeme, _each
‘comprised of 3N coardinates representing the N particle positions.
The systems are chosen so that each has a probability given by the
square of the trial wavefunction. 4 trial groundstate energy Vo 1is
aldo chegen at the start. Each system in the ensemble is allowed to
- gvolve {in time. TFor a given timestep, a. random disPIacement is

" added to the particle’ positions and the diffusion and.. drift terms

-'computed.' It 1is then that the importance sampling algorithm is
- applied: The naw eyetem 18 accepted with a weighcting of 0,1 . 2,
-depending " on the value of the computed local. energy. {e.g iE the
‘local’ energy exceeds Vo, the step 13 ‘unfavourable dnd the weighting
will be zero). The number of systems is thus dependent on the value
~'of Vo. To maintain a constant number of systems, (i.e. to keep. the
distribution  function constant with time), Vo 1s increased or
- decreased via a feedback mechanism. After an equilibration perioed,
- Vo and che number of- yetems, remains fairly coustant. The
groundstate energy is ultimately given as a long time average of
“the local -energy, and the corresponding variance is obtained from
the square of the local energy.

CIt should be noted however that, though presented as a finite

: timestep algorithm above, the_ ‘actual  algorithm used i1s the
. stochast{c algorithm due to Kalos. This removes all errors due to
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the finite timestep.)

The simulation of Fermion systems is more difficult, since the
trial and actual wavefunctions  need not have the same sign
everywhere and thus negative values of the distribution Functiom
may arise. This requires that- the nades in the wavefunctlon be
known. There: are two methods for dealing with such systems. In the
“fixed . nodes”  method the rodes of the wavefunction are considered
.. to. partition the 3N dimensional® space into distinct volumes in each

- of 'which the problem ia treated 33 a Boson problem. The generatioun
of systems outslde these volumes results in the wavefunction being
set to zero. The process gives the upper bound to the Fermion
energy, which is acceptable if" the nodes given are “accurate. The
problem of  the  discoritinuity of the solution across_.nodal
. boundaries reémalns however. The second method, known as the. “nodal
relaxation method’ 1is assentially a. perturhation of the 'fixed
nodes’ method. In this methed ‘dystems’ generated outdida the  “fixed
nodes® volumes are given hegative weights. This effectively relaxes
the nedal haundaries and 1is effective while the boundaries are
relaxing. _ ' G T ' - :

“" Professor Ceperley concluded nis lecture with a description of
' the results obtained for the electron gas (Jellium) and Hydrogen
molecules. For the former he used a Jastrow trial wavefunction (the
product of single particle wavefuncticns add a pair caorrelation
factor). The  results for - gysten’  of about 250 eléctroﬁs were
compared with various many body theories, from which thé “coupled
cluster method . was found ° tg give best 'agreemenc._ Wigner
crystallisation was also investiga:ed. : :

- The study of the Hydrogen molectle provided the equation of
gtate of the element up Lo 4.5 Mb pressure, where there was
evidence of the tramsition from molecular to atomic Hydrogen. Again
a Jastrow wavefunction was used, but different single particle
orbitals were used for the different phases. N

e Professor- J G Po'wles (Canterbury, co-author J.L.F. Abascal,
Madrid) spoke about the calculation of quantum corrections. to. the
.. palr distribution’ Eunction in atomic liquida. 'His 'technique_;uses
the :affective 'potential ' with ~perturbation theory and discrete
.stacistical mechanics. A number “of approximations are. employed,
‘which  were: suggested ‘and’ justified by computer simulacion methods.
- A8 gxpected, the corrections were small for  liquid. . Argon,
appreciable for liquid Neon aund dominant Eor 1iquid Helium. The
- results show that if allowance is made for the quantum correctiomns,
the Lennard-Jomes 12/6 potential is quite adequate to describe Neon
and 1s not anomalous, as had been reported. earlier by Graaf and
Moger  (1971). Professor  Powles suggested that the quantum
corrections will be quite large for molecular Liquids with low
moments of inertia (e.g. H20, HC1, D20 and DCLl) and this will throw
doubt on the comparisom of real data with classical simulations.
The quantum corrections generally resulf in a smearing out of the
pair distribution function, particularly for small radius, where
penetration of the hard sphere radivs 1s evident. The real data
will exhibit less structure than the classical simulations, making



interpretation difficult.

Dr. F. Barocchi (Instifuto di " Elettronica Quantistica del
C.¥.R., Italy) also spoke on the subject of quantum correcticns in
a Lemnard-Jones f£fluid. He and his coworkers; M. Zoppl and M.
Neumann, have shown how the Wigner & expansion can'be'applied to
near classical systems to ‘obtain series “ekpansions of "general
correlation functions and the moments of their spectra wich
respect to Planck’s constant. They have obtained explicit terms up
to  the: fourth” power in' h for zeérath, second dnd fourth moents for
a many body system with the classical. Hamiltomian and also. the
¢orresponding terms for variables thHat are Eunctions of the tomenta
and coordinates. ThHe quantum corrections for the many body system
are then given in terms of averages over classical phasge space.

" Dr. Barocchil aud hisg colleagues have successfully applied this
method in a study of the idteraction induced 1light scattering
gpectrum of a Léunnard~Jones fluid in which the interaction induced
pair polarisability anisotropy is given by the dipole - induced -
dipale approximation. The firdt quantum corrections to the zeroth
and second moments-of the gpectrum and the first and second quantum
corrections  to° the ~pair -distribution  Ffunction and the neutron
scattering factor were obtained. The”computer'simﬁlation"oonSisted
of l08- atoms and regquired 200, 000 timesteps to ensure convergence
of the terms calculated.' :

Professor G. Jacucel (Trento} spoke ‘about the path integral
“Monte Carle method in quantum statistical meohanics. The ‘path
integral method, or Feynman - Kac methdd, 13 oré ¢f twe methods
currently available for the calculation of quantum statistics; the
second method being the so called Green’s Fanetion Monte Carlo
(GFMC) method. Both of thése  methods present Fformidable
computational difficulcy. o

The calculation of quantum systéms requires the determination
of - the eigenfunctions of the systém. The dverage of a given
function is then given ds a product of the trace. of the: dengity
matrix ‘and  the  function operator: The Feynman '~ Kac method
therefore requires a suitable approximation to the density: matrix
as’ the starting point. L '

" Beginning with “'the quantum deacription of a system oE Eree
‘patrticles (in which the density matrix has a gaussian functional
form}, Professor  Jacucel  showed how a high temperature
approximation to the density matrix for a general many body system
could be obtained from a preduct of the free particle form and the
axponential of the interaction potential (the so called “primitive’
approximation) . This 1s the Feynman - Kac formulation, which is the
starting point of the path integral method. It i3 integrable by the
Metropolils Monte Carlo technique. A good approximation to the
density matrix 13 paramount and the primitive approximation is
inadegquate when the short range potential 1s strongly repulsive as
~in the simulation of hard spheres. In these circumstances the
"image approximation’, which is a familiar device in mathematical
physics, 1s used. It ensures that the wavefunc tion at a
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discontinuous potential barrier has the correct functional
behaviour. In the case of hard spheres, the image approximation is
adapted to suit the spherical “excluded volume® of the spheres by
subscituting a tangential plane for the surface of the sphere.

~ Professor Jacucei has applied the method, to a quantum
simulation of a2 system of hard ®spheres to determine the. palr
correlation funetions. T o : B

' The ~application. of the Monte - Carlo method to quantum spin
 gystems was outlined: By Dr. ~ JoW. Lyklema (Institut fur
Festkorperforschung ‘der Keérnforschumganlage Julich). Dr. Lyklema
described anm exact Monte Ciarlo method for. ‘calculating  the
thermodynamic . properties 6f such 'a  system, based on a
generalisation of Handscomb’s method for the ferromagnetic
Heisenberg system. Using this method, the quantum mechanical
‘expectation valué for a given observable is expressed in terms of
classical distributions.. The Markov chain generation differs from
Handscomb’s method and ‘eriables a faster progression of the chain.
The method was used to study cne, two and thres dimensional spin
 systems. The one dimensional results were compared with those of
Bormer and ¥Fisher (1964), who diagonalised the Hamiltonian for
small systems numefically. In the ferromagnetic case the -energy,
" ‘susceptibility ab zero fleld and specific heat were calculated and
weére In good agreement. Susceptibility for nomzero field also gave
good agreement. Similar good results were obtained for the
antiferrcmagnetic case,though the alternating signs  in  the
expressions for the observables made matters more. difficult.
Results for higher dimensions were also reported.

. 'Dr. M. Corbin (Londom, Ountario, formerly Royal Holloway
College) spoke on the subject of the wuse of wave packets in
- molecular dynamics simulations. The  time avolution of a
wavefunction containing time dependent parameters has been
described by Heller. There are two methods available, both
resembling molecular dyunamies, {n edch the atoms are represented hy
' gaussian wave packets. The first wethod i{s severly limited by a
locally " harmenic “approximation to the poteantial but nevertheless
U givés good results for low temperature sclids such as Neon. The
" gec¢ond method ‘does not entail this approximaticon and {3 therefore
more general. It has been successfully applied in ° simulacions of
liquid Neon at 30 K and 40 K. Other forms besldes gaysslan wave
' packet are possible, and are being studied. The potentidl energy
expectation value 1is similar in form to that obtained by the path
integral method, although the applications are very different in
practice.

The final talk of the meeting was given by Professcr Singer
‘(Royal Holloway College) on the subject of molecular dynamics in
semiclassical, many body systems. He began by ouvtlining epticns
available for simulating such systems, particularly the Gaussian
wave packet method described previously by N. Corbin and a possible
method based on the Miller stationary phase path intesgral
techniques. While cthe former method appears promising, the latter
requires cansiderable computational effort. :
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Professor Singer has attempted to base a dynamical simulation
method on the Wigner ~ Kirkwood expansion in powers aof a4t . The
method is computationally less expensive than the Gaussian wave
packet method, but {is less powerful and harder to Justify
thecretically. The derivation of the method was described. The
method 1ig stable when small timesteps are used (e.g. 2.5 fs for
Nitrogen at 40 K). Preliminary results for Argon suggest that the
negative lobe of the velocity autccorrelation funetion is deéeper
than that given classically.
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Use of Nelghbour Lists in Molecular Dynamics

S.M. Thompson

Introduction - -

The neighbour Ilist 1s a device used in Molecular Dynamics simulations to
increase execution speed by reducing the time taken to perform the most
time consuming part of the caleculation, the evaluation of- the pair
interactions. This article addresses the effect of some of the list
parameters on the efficiency of utilisation of the list method. I will
only consider systems of spherical molecules; the comments are .  general
however and apply to other systems also.

Please note that all programming examples given here do not necessarily
reflect the most efficient way of coding the particular sequemnce. The
examples are for a system of Lennard—Jones atoms. The centre of mass
coordinates are in the (~1,+1) system, which is probably the most efficient
coordinate system for use in meolecular dynamics simulations.

Some of the comments Iin the text apply only to serial processors. In
addition, although the method is discussed in the context of Molecular
Dynamics, it is equally applicable to Monte Carlo. In fact it is probably
even nmore effective in Monte Carle simulations since 1t removes sowe of the
inefficiencies inherent in the MC scheme. That, however, is another story.

The Neighbour List Method

For a system of ¥ particles interacting with a pairwise additive potential,
the force acting on each particle at each step of the simulation 1s usually
evaluated by calling a subroutine (call 1t TFORCE; see Figure 1) chat
examines all pairs of particlas and evaluates the force between those pairs
separated by less than a specified cutoff distance, RCUT. A leoop over
particles, I=1,N-1, encloses a secound loop over the possible nelghbours of
that particle, J=I+l,N. For every one of the N(N-1)/2 pairs, the
interparticle separation 1s evaluated, taking into account the usual
boundary conditions. If this separation 1s greater than RCUT (which must
be less than half the width of the box), the interaction force is assumed
to be zero. Hence the J-loop 1is terminated, J 1is incremented and the
process continues. If the pair separation is less than or equal to RCUT,
the force is calculated according te some specified pair potential.

This procedure can be divided intoc two parts. The first part, the
identification of those pairs separated by less than the cutoff distance,
requires examination of all pairs, and so the computer time taken is
proportional to the square of the number of particles. The second part,
the evaluation of the forces for those pairs separated by less than the
cutoff distance, requires computer time roughly proportional to the number
of particles and the cube of the cutoff distance. Thus, for a given cutoff
distance, the time taken to perform the first part of the calculation
outweighs that taken to perform the second part, when the number of
particles 1s reasonably large.
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The neighbour list method implements a scheme whereby the first part of the
calculation is reduced one order so that the time taken is proportional to
the aumber  of particles. The Force evaluation routine FORCE becomes two
routines, FORCEl and FORCE2 (see figures. 2 and 3 respectively). FORCEL
proceeds in exactly the  same way as FORCE, except that once the pair

. separations have been. evaluated, they are compared with_ a chosen list

. parameter which we shall call. the list. radius, RLIST. The RLIST parameter
... 1s greater than the cutoff. RCUT.- If the separation is. greater than RLIST,
" we can jump out of the J- loop as before. If it is léss, then the subscript
J is stored in a table called the neighbour list, and J is called a
neighbour of I. The usual cutoff check then follows. Prior to entering
the J~loop; the Ith antry. of another table (call it NABIDX) is set with one
more than the number of éntries already made in the 1ist at that point (the
variable NELIST, which is initially zero). Each time an entry is made in
the neighbour list, the number of entries is ineremented. This scheme
takes very little longer than the original force ‘calculation in routine
FORCE. If the maximum distance moved by any particle in the next, say, 10
steps is less than (RLIST-RCUT), then the neighbour list thus constructed
contains all the required lnformation about non-zero pair interactions for
the next ten steps. . :

Subroutine FORCEZ calculates Lhe pair Eorces using this liot as. follows.
The usual I—loop is entered. The neighbours of I now Have their subscripts
(J) . stored in locations NABIDX(I). through NABIDX(I+1)~l. = The difference
between these two numbers is wusually much less than the number of particles
in the system, and so the J=loop 1s less time consuming. The evaluation of
forces now takes. computer time proportional to. the number of particles
rather. than to the square, If NABIDX(I) is greater than NABIDX({I+1)-1,

then particle I has no neighbours and so the J-loop 1s not entered. This
may be the case when stimulating certain inhomogeneous or dilute systems.

When a new neighbour list is built using FORCELl, a vector for each particle
1s inltialised. to zero. At every subsequent step, - this vector Iis
incremented with the distance moved by each particle. The maximum distance
moved, as determined at the end of every step, provides a guide as to when
the list should be next updated. If the maximum distance moved is. greater
thar FLUPD*{RLIST-RCUT), when FLUPD is a constant between zero and unity,
then the list must be updated by calling FORCEL again at the next step. 1f
not, FORCEZ. may be used again to calculate the £orces. :

Sometimes ' constant 1ist update intervel such as 10 steps, is used. when
implementing the neighbour 1list method. I do not recommend such a
procedure, for two reasons. Firstly, 1if the simulation is" performed at a
state condition where particle motion is rapid, it is easy to get a
condition where the Iist is used for a number of steps past the point where
1t should have been updated. This corrupts the particle trajectories and
produces a discontinuous change iIin the energy of the system. Secondly, the
list may well be used for less steps than it was possibly. good for, with
the result that a new neighbour list is built more times than 1s necessary.
This slows down the program. It is better to let the program take full
control over list management, in which case the list update interval is
never of congern.
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The parameter FLUPD deserves some thought. In cases where the list radius
is only slightly greater than the cutoff, FLUPD will probably need to be in
the region of 3/4, TFor larger list radil, a value up to about 0,95 can be
usad. In any event, FLUPD should be less than (1 - 1/(NSLU+1)),  where NSLU
is the shortest time (in steps) between succéssive updates of the list.,
Again, 1t is possible for the simulation to deal with this ‘automatically,
with the exception that-an initial value is required, and would- be used for
- the first faw list oyoles. This specification’ for FLUPD relies- on the
 temperature’ remaining more or less constant and Ethere* being na: phase
- ohanges. o T
Thus we' atre left with ~thé I1ist ' radius RLIST- as the only unspecifisd
parametar influencing - the performance improvements obtalnable: from the
neighbour list. _ ' C -

 Effect of the Neig_bour List Radius

" Thé value of RLIST will have 1ittle “effedt on” the time taken ‘to construct
the neighbour 1ligt, since all pairs of particles have to be examined
anyway. - The larger the wvalue of RLIST, the more table space will be
required (approximately proportional to RLIST**3), and the less often 1t
will need to be updated. Using a large value of RLIST, however, can lead
to performance degradation, since the large size of the list means that the
FORCE2 routine now has to do more work to sort out which' entries have unon-
zero interactioms. Consequentlyi thereé is "an optimum list radius which
gives maximum performance. ~ This radius will depend’ to some extent on your
definition of performance. - If you have to pay for mewory usage, then the

" optimum RLIST will be smaller thdn 1f you are aiming for maximum execution

speed, due to the increased costs for memory usage offsetting the inorease
' ln execution speed. =

Simulations of 256 and 500 Lennard-Jones atoms at a reduced density of 0.8
and at a veduced temperature of 0.76 was rvun for 1000 steps with the self-
maintaining list wmechanism as described above. The potential cutoff radius

" RCUT was 2.5 diameters., Different values of RLIST were used to obtain the
“data shown in the table. This data is plotted in Figures 4 and 5, where

i RLIST is in units of collision diameters.'

It dan be seen that the -0pt1mum. neighbour Tist radius, inz terms of
execution speed, is' approximately 0.2 diameters: larger ' than the cutoff
radius for N=256, and approximately 0.4 diameters larger for ¥=500, The
" CPU time required per stép falls steeply as the list is "turned on', and
incéreases  again, but more slowly, as the list radius becomes larger than
the optimum. However, for list radii around the optimum, there is not very
much effect of varying RLIST on the execution speed, especially for the
" 'N=500 system. ' It therefore appears from this data that 2.7 diameters would

~ provide 'good ~performance for both systems. The optimum list radius

incredses execdution speed by a factor of 1.54 for N=256, and by over a
factor of 2 for N=500. Far even larger systems, the effect on the
‘execution time of introducing the list is much more dramatic. It remains
Eo be seén what the effect of density 1s on these results. '
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N = 256 N = 500

List Radius NSAVU (*) EIEE—?;;)

- no list - n/a 3.33 10,00
2.60 5.78 226" 493
2.70 12,50 a7 ass
2.90 26,32 fffiﬁf; fi;é8f s
3.10 o esas 2 w7
3.43 83.33 289 -
3.50 100.00 =~ 7 58

Notes:

(*) NSAVU is the average number of steps betwean updates of the neighbour

(*%)

list. This data is for the N = 256 simulation {except for the last
entry), but this figure is essentially independent of the system size.
It does, however, depend on the value of the TLUPD parameters.

"Time" is the CPU time required per step. These times were obtained
using a PDP 11/70 wminicomputer running the RSX~LIM V4,0 operating
system. The program was compiled with the PDP—-11 FORTRAN-77 compiler,
version 4.1, using the /NOTRACE option. This machine is approximately
18% the speed of an IBM 370/168, CPU times were measured using an in~
house performance measurement package.
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Figure 1. Extract from routine FORCE -

DO 100 T = 1,255

JBEG = 1 + 1

DO 200 J = JBEG,256
"XDIFF = XO{I) -~ X0(J)
XDIFF = YO(I) =~ YO(J)
ZDIFF = Z0(I) - 20(J)
XDIFF = XDIFF - 2XINT(XDIFF)
YDIFF = YDIFF — 2*INT{YDIFF)
ZDIFF = ZDIFF ~ 2*INT(ZDIFF)

"RSQ = XDIFF*XDIFF + YDIFF*YDIFF + ZDIFF*ZDIFF
IF{RSQ.GT.RCUTSQIGO TC 200

RSQL = }.0/RS3Q

R6 = SIGMA6*RSQI*RSQI*RSQI

‘DUDRR! = 48.0*RSQI*R6%(R6 - 0.5)

FXIJ = XDIFF*DUDRRI

FYIJ = YDIFE*DUDRRI

FZIJ = ZDIFF4#DUDRRi

FX(I) = FX{I) + FXIJ

FY(I) = FY(I) + FYIJ

FZ(Iy = FZ(1) + FZ1J

FX(J) = FX(J) =~ FXIJ =
FY(J) = FY(J) = FYLJ
FZ(J) = FZ(J) = FZIJ

200  CONTINUE
100 CONTINUE
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Figure 2. Extract from routine FORGEL

NELIST = O
DC 100 T = 1,255
NABLOC(I) = NELIST + 1
JBEG = T + 1
DO 200 J = JBEG, 256

XDIFF = XO(I) - X0(J)

YDIFF = YO(I) - YO(J)

ZDIFF = ZO(I) - Z0(J)

XDIFF = XDIFF - 2*INT(XDIEF)__
YDIFF = YDIFF ~ 2*INT(YDIFF)
ZDIFF = ZDIFF — 2*INT(ZDIFF)

RSQ = XDIFF*XDIFF + YDIFF*YDIFF & ZDIFF*ZDIFF o

IF(RSQ.GT.RLSTSQ)GO TO 200
NELIST = NELIST + 1
NABTAB(NELIST =

IF(RSQ.GT. RCUTSQ)GO TO 200"

RSQI = 1.0/RSQ

R6 = STGMAG6*RSQI*RSQL

DUDRR]1 = 48.0%RSQI*R6#(R6 - 0.5)
FXIJ = XDIFF*DUDRRl

FYIJ = YDIFF*DUDRRI

FZIJ = ZDIFF*DUDRRI

FX(I) = FX(I) + FXLJ

FY(I) = FY(I) + FYIJ

FZ(1) = FZ(I) + FZ1J

FX(J) = FX(J) ~ FXLJ

FY(J) = FY(J) - FZLJ

FZ(J) = Fz(J) - FZIJ
200 CONTINUE

100 CONTINUE
NABIDX(256) = NELIST + 1
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Figure 3. Extract from routine FORCEZ

DO 100 I = 1,255
JBEG = NABLOG(I)
JEND = NABLOC(I+l) = 1
IF(JBEG.GT.JEND)GO TO 100
DO 200 JKX = JBEG,JEND
J = NABTAB(JX)
XDIFF = X0(I) - XO(J)

YDIFF = YO(I) - YO(J)

ZDIFF = 20(I) - ZOo(J) o
XDIFF = XDIFF - 2*1NT(XDIFF).?'J-
YDIFF = YDIFF - 2*xINT(YDIFF)

ZDIFF = ZDIFF - 2*INT(ZDIFF)

RSQ= XDIFF*XDIFF + YDIFF*YDIFF + ZDIFF*ZDIFF
IF(RSQ.GT.RCUTSQ)GO TO 200 S
RSQI = 1.0/RSQ

R6 = SIGMA6*RSQI*RSQI¥RSQL,

DUDRRL = 48,0%RSQI*R6*(R6 = 0,5)

FXIJ = XDIFF#DUDRRIL

FYIJ = YDIFF*DUDRRI

FZIJ = ZDIFF*DUDRRI

FX(I) = FX(I) + FXIJ

FY(I) = FY(I) + FYLJ

1]

FZ(1I) = FZ(I) + FZIJ

FX(J) = FX(J) - FXIJ

FY(J) = FY(J) =~ FYIF

FZ(J) = FZ(J) - FZ1J
200 CONTINUE

100  CONTINUE
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MD Incorporating Ewald Summations on
Partial Charge Polyatomic Systems
by

D.M. Heyes .

This note is intended as a warning to those workers involved in
simulating partially charged polvatomic systems by MD, It is usual
to employ the Ewald method to treat the long range Coulomb inter-

e e s perhaps obvious to state that

actions for bulk systems.
the useful configuration electrostatic Potential energy does not
include interactions between fractlonal charges on the same commosite
unit. A "blind" application of the Hwald transformation can, unfort-
unately, incorperate these irrelevant notential components. In
response, Ewald formulae for this vroblem are derived below which
have the correct terms to avoid such self-interactions.  This
conveniently reduces to a modified self-energy term within a conventional
Ewald formalism.

Consider N polyatomic units which can be ions or molecules. Each
unit, i, has an arbitrary number, npi, of partial charges which have
magnitude Ak where 1 < k 5-npi' The monopolar potential at partial

charge Slt?.fik is

N s
V. = b I qa, (1)
P B P
(n=0) ESV ST
b) j=
(n#o)
Here,

ns ix%x " iy%y * izI:z ! (2)
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which is the real lattice vector. LK, Ly and L_ are the MD cell
~ ~Z

0

sidelength vectors. 1 iY and 1, are integers that can independently

x)
range between £ «. As usual, quantities with wavy underlines denote
vectors. Note that charge interactions from within the same poly-

atomic unit have been correctly omitted. A restriction is,
‘__ . = o 3 .
Z Ak 0, (3)

i.e. the system must be overall neutral,  The potential at any
neutral peoint, Tigs in a polyatomic unit can be obtained by setting
Aig = 0.

At each MD time step, new positions are found for the molecules.
As these configurations are replicated by periodic boundary conditions,

MD produces a new lattice every time step. The charge density at point

r in space is'o(r} where,

) N pi s : W
p{ry = L I q., 8(r-r.,Y, o

A~ i:l ,Q,:l 12 el "-l-gv

where r only needs to range within the origin MD cell. This is a

valid constraint because of the periodic nature of the charge density
and potential. - The charge density is pictorially represented in
figure 1. It can be considered to be a repeating series of charge

spikes, represented as usual2 by a Kronecker Delta symbol notation,

§( 0]
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Figure 1.
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" composite 2:
The Ewald representation of equation (1) is
N |
Vik = ¥ £z Uy erfc(a'fika " Q‘) o
LN e A Y]
(n=0) ~ikie o -
j: D .
(n#0)
N o, oL
1 i 211122
+Tﬂ7‘§ - q;, epCr7hi"T
x_cos{zﬂ‘nr } |h!_2 j V'-.. P - . (5)
2 Tikge” 10 ik’ - .

o _ _ ST T
where erfc(x) is the complementary error function™ of X,

Tikjr™ Tik"Tje! (6)
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V=L« Lyl N | (7

is the MD cell's volume.
E - (ix/Ex’ 1y/%y’ lz/%zJ’ '; o . (8)

is the reciprocal latticé vector in which ix, i? and iz have the same;
significance as for n.

The first term in equation (5} is the potential due toc the
original point charge lattice minus that of a coincident 1atti¢élbf
spread out charges of equal total magnitude and sign. The form of

the charge spreading function Pjgtu) is a gaussian

= 2,20, 3/23 '
sz(fj =y, exp(.U MY/ T, (9)
where n is an arbitrarily chosen distance parameter.
Note. that,
P, (W) du = q., ; L (10)
T U ’ - : .

all space 3%

a necessary normalisation céﬁdition.

The second series in equation (5) is fﬁéﬂpotential arising from
the spread-out charge lattice of sign equal to that of the original
point charge lattice, The third contribution to the potential, Vik’
subtracts the so-called self-potential terms which are the main new
point of interest in this note. The second series in equation (5)
includes the potential at Ty due to the charge distribution centred
on r.p and those other partial charges, Ay, where 1 < & #k < nis which
are to be found on the same composite polycharge unit. The term Vik

removes these unnecessaryv terms, which are pictorially represented in

figure 2.



Figure Z.
Self potentials at partial charge sites (12) and (21}

I .

B

|

|
|
|

l

l

coggosite 1:

Gaussian charge
distribution

(23)

composite 2:

Now,

Poi [ Py, (W) dSE

L Tl

(11)

Vik ~

Here 2 is the subscript for a partial charge on the polyatomic species
i and,
(12)

r' = r' - * L
~iks  Lik El%

It is comvenient to perform the integral in equation (11) by transforming

to spherical co-ordinates4 as outlined in figure 3,

33



Flgure 3.

Polar coordinate transformations.

W

M'..
wi

—_—— - I [ —

S I')'p..i jZ"'n‘ '
V.= ¢ de
ik 2=1 o

f wHdu f > 1% > - :
) o (u fgrikz = 2urik£ cosB)

- E (13)

5

First, perform the integral with respect to O,

2. 2
2 o P., (). ., S ~2ur, 1w
f do [ uzdu il . ike ikt x cos8)

0 o ZUfikg 0

(14)

(uz + rz - 2ur cos@)1la i
ik2 ike o

= (u+rik£) = (T W = Qu, for u < Tixa?

it

Whryp,) = Uryy,) = Zrikz,'for u > Lo (15)

as this integral must always be nositive.

Hence,
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nn

Ham )
? 2Py w
* 21, b
ike” ?
rikz 2U LI
Pl Tiks .
= I 4 { f uldu P, W

-+

{ Lo Y du Pig(uJ} .

U eﬂp( u /n Ydu

)
Ll
'1 .
\—__‘ . .'

+fru exp(~u2/n2) du} ,

T
gt P19, 2 2, 2| Tike
= bx - = {uexp( - /MY
e a1 Tikg | C 5
1k£ “g I =
- £ exn(—u /n ) du * 1o, exp( u /n ) . }
' ike
S e Z { f exp{-u /n J-du} . (16)
T°n =1 Tike o
Hence,
npi q _
vi,o= 5 e erfr., /) . (17)
ik 0 Tt ike

The component in equation (17) arising from the gaussian charge
distribution centred on partial charege k at Tk involves taking the

limit of Tigg 0 (i.e. k=12). As,

erf[rikﬂ/n) = ;ﬁ; Tixg * O(r, k2) vy (18)
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then

I-]. . : . . .
1 -] gl erE(rikg/ﬂ) (19)
v BT T |

Equation (19} takes on thé form of the normal Ewald self-potential if
n.. =1.
pi _
To conclude, equations (4) and (19) are the Ewald expressions
to evaluate electrostatic interactions between molecules or ions
containing arbitrary distributions of point fractional charges within

them,

These correction terms are incorporated in CCPS program MDMPOL.
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Non-Metropolis MC simulation N. Corbin

The use of Monte Carto methods other than the we11-known Metropolis
algorithm, descr1bed by Qu1rke (1), does not seem to be w1despread a]though
their methods have def1n1te advantages The ava¢1ab111ty of dynam1ca1
propert1es through mo1ecu1ar dynam1cs is an advantage but there are many
problems where MD is not app11cab1e, or where the dynamtcs is not real,

(eg. path integral problems),

As usually implemented, the Metropolis algorithm moves 1 particle to a
new position randomly chosen to be in a small cube centred on the particle's
previous positien, calculates the consequent charge in energy, and accepts
or rejects the move accardingly. The size of the cube is a parameter of the
method, and is usua]?y selected such that about 50% of the moves are accepted
If the cube is too Targe, essentially all moves are reJected if too sma]], aI1 are
accepted, in either case tne'system is eséent1a11y frozen in one configuration.

Two algorithms are available for biasinélthe moves so that the particle
is preferentially moved in the direction most likely to lead to acceptance, |
that is in the direction of the force atting on it. These are known as
“force-bias", (2), and "Smart", (3), methods, and have been described at
some length in the literature (4-7). Programs for "Metropolis" or "Smart”
simulation of atomic systems are in the CCPH library, molecular or "force-bias"
versions are easily developed. The calculation of forces (and torques) adds
s1ightiy to the computational cost of the simulation, although not much,
if the pressure is being calculated! The major expense is in the calculation
of normally-distributed random numbers, which are not as easily obtained as
numbers uniform on {(0,1).

The RMS displacement, per particle, per step, has been suggested as a

measure of computational efficiency, and this quantity has been calculated
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for a simple L-J liquid, using either the ”Metropo1is”'or "Smart" algorithm.
For this simple potential, the best "Smart" simulation was 30% more efficient
than the best "Metropolis" run, but cost about 30% more computer time, because
of the extra computation in the random number generation. For more comp]icatéd
potentials, this difficulty would be less important, and fhe'advaﬁtage'in

the use of the "Smart" technique would be clear.

1. Qui%ke; N.” CC?S.Néw$1etfef.#6, 1982 | |

2. Rao, M. Berne, B.J. Pangolick Chem. Phys. Lett. 55, 163 (1978)
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6. D'Evelyn, M.C.  Chem. Phys. Lett. 77,630
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The veclorised code of the _P_ah_r_l algorithm on Cray-15

S.K-Mitra and R.W.Hockney

Combuter Science Department. Reading University, Reading

(UK

ABSTRACT
The molecuiar dynamics - grogram- for ionic s'ystem's,i'Pa"M.---.
 has been modHled to run. on Cray-1S, By vectorising the code -
for torce caicutations  and. some other subroutines  we have
reduced. the computationai. time considerably. The vectorised

code of P.aM on Cray-15 ( for a test system contalning 3000

iong ) is 4.5 tlmes faster than the CDC 7600 code.

in the molecular dynamics (MD} caleulation, a large part of the_ com-
puter time 'is. sﬁieht in ca!c.:ulatllr'lg .'the fbrce..lo.ri a..give..hﬂ ;ﬁértlélé d.u.e to al
other particles. In a system. ‘where the inté}baftiﬁié rorées .a.r”e. long fange
a direct summation:' ot these forces up to..the required .range Is brohibi:lvely
expensive.

The ;ﬁérilcia—pé.ﬁtcie and .pértfc!e-meéh { PSM ) algorithm [ Eastwood,
.Hockney and Lawrence 1981 1 s especially designed to handle such compu-
tations eﬂécient!y. ln. common with the Ewald méthod this algerithm also
reiles on separating the interparticle forces into a shart range part, | and

ST
a Jong range part. R (e.g. see flgure 1 ). where fsr is non zero lor
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particte separations iess than a cutoff distance, re - and R Is a smoocthly
varying function of interparticie distance, iLe. R can be Fourier ransformed
o give non zera valués for a limited range of k vectors.

The iotai short range force on a given particle ., 1. is obtained Dby
summing over all the short range Interparticle forces due to surrounding
particles lying within the range of the cutoff distance. An efficlent scanning
procedure is fequired" to ﬂn"'d th'e neighbodré of thé ..'p.arﬂéie.i.. in the PaM
a chaining mesh ¢of the size > ‘s is used tc divide the enlire volume into
coarse cells, ang a lInked Ilst of particles within each cell is prepared
hefore inveking the torce calculation. From this iinked list all the neighbgurs
of a particie within Fo can be dbt:élriéd by scanning the c¢ell ( containing
the particle ) and ali the nearest neighbouring cells. In the subroutine
SRFQRC of. the_Pa_M_ code. the neighbours of the parlc¢ie. i.- are  identifled
from the Hnked. list. thedr coordinates are gathered from tha the c¢entral
array CORE and the squares of their distances from the particle. i, are cail-
culated. The Iinterparticie short-range force for the each pair Is then

abtained from the short-range force table prepared in the beginning of the

calculation.

From the above descriptfon we flnd that the short-range force calcula-
tion is by natura not vectorisabie Consequently In the vectorlsed varsion of
P M , we have adhered to the chatn ceil and llnked llst method, and
modifled the program Dby using partlaily vectorlsed code for gathering the
coordinates of the neighbours and for scattering the the updated momenta
into the array. CORE. Random-—gather and random=-scaiter routines are not
very cost effectlve because in a typical system there are only 10 to 16

neighbours within the cutoff radius of a particle.

the total long range part of the forca on particle i. is calculategd by
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using the particle-mesh (PM) method which consists of the following steps:

1. Chargs Is assigned to the charge-potentlal mesh (subroutine QSHARE):

2. the fast qurier.ir.anéform. techlrﬁdt;l'e is. :us.,ed tc.;..s:olve for .t:hé .b.ot.e.rﬁlal
dug this c¢harge dlstributlon (subroutine POTPSM):::..: S

3. Mesh defined flelds are calculated using a differance scheme. and the
forces on the parﬂdé b a.re...'éalcx.jiated.'.:f.rdrh the fiela by u's#n.c_'; 'a' .suit—

abte mterpofétion scheme (subroutine MESHFC).

Some segments of the charge aséignme_nt_and the f.o;ca. in_terpqlation
subroutines ( QSHARE and MESHFC ) readlly vectorise, Potentla_l__ evaiuation
by Fourter transforms, POTP3M. can be made much faster Dy using the fast
Fourier transform routina, FFT77. specially design to handle mulildimensional

pertodlc arrays efficiently on Cray-18 [ Temperton 1980 1.

In addition to these, the subroutine NEWENX, where the positions of the
the ions are updated and varicus thermodynamic propertles are. caiculated.

can also be vectorised.

For the sake of comparison we have simuiated three Identlcal systems,
one on the CDC 7600 using the serial-code of P3M and other lwo on the
Cray~1S using the serial code and the partlaily vectorlsed code of PSM
respectivaly.  Each systam Is a multicomponent system and contains 3000
ions. The long-range force caiculation is performed by using 323 mesh
and 103 chalning cells are ussed for the short-range force calcuiation. The
program timings for varlous subroutines ifor thase three simulations are
shown in Table | First of ail we note here that the CDC 7600 code Is

poriable o the Cray-18 and that a straight forward transter of the code to

the Cray-15 makas 1 about lwo times faster.

There s only very lmited scope for the the use of vector aperations in

the shart-range force calculaiton ( SRFORC 1} consequently the modllled
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code improved its efficiency by only 20%. In this subroutine a major part of
the computer tme is used in sorting the neighbours and g_athering their
cdordin.ates, An efficient r‘a.ndomwgathér. and randomﬁ-gcatter prﬁéedure will
'méﬁe it rﬁoré effic'ien:; B B o -

In the partlcie-—meéh fofce .c.:a’iculat.i’on rﬁdst of thé subrtﬁutinés atieast
partlally vectdrlsé. a.g'. | QSHA#{E: .'and. MESHFC 'a.nd ..é.é'ch .ték.e.s on.l.y.v. nalt the
ime of the unvecmrised cod.'a.' The vecx'orised. 'PO.TPGM ié. éirﬁﬁét seven
timas faster than its .ééri;t'—;«.er'.siod. The ls.a.:;he ls true ..f.cr .éubroutlne

3

NEWENX. Overall the vectorised code of P M is 2.14 times faster than the

sertal code.
- - Refarences: .
Eastwood J.M.. Hockney RW. and Lawrence D. (1981)° Commun. Comput.
. Phys., 22 ,2234.
Temperton C. (1980):* Fast Fourier Transform on Cray-1* '(privé'te communi-

catiam),
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TABLE i

PROGRAM TIMINGS IN MILISECONDS

Subroutine CDC7600 Scalar-Cray Vector-Cray
SRFCRC 2000 860 660
QSHARE 386 218 118
PQOTP3IM | 14718 853 ' 125
MESHFC 1552 ¢ | 621 305
NEWENX 79 36 8
CLABS-2 5436 2588 1274
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RDF ON THE DAP: EASIER THAN YOU THINK!

"D Fincham':

Calculating the radial distribution function in a liquid

. gimilation is an example of the general histogram problem. Suppose

 the - array * VALUES() " contains NVALUES-real numbérs, and we: wish to
sort them into’a histogram fve. form @ count in the array NUMBER()

" telling  us how - mdany of the values fall into each of a series of
sub—ranges of the real number Space. s :

o Usually the’ sub ranges have equal width, and let us suppose
" fo¥ simplicify that all the elewents of VALUES lle in the range ¢
to Nax. The obvious serial solution is:

DO 1 J=1,NVALUES
IBIN=VALUES(J)/DELTAX+1
1 NUMBER(IBIN)=NUMBER(IBIN)+1

This is an example of what is known as the 'random addressing'
problem since the elements of NUMBER are not accessed in a regular
manner. Since it 1s clear that the above loop does not 'vectorise',
many people assume that the histogram problem must be unsuitable
for parallel processing. To overcome this mental block some lateral
thinking 1is required; the solution 1is to loop over bins of the
histogram rather than over the values to be sorted. The DAP code
then looks like:

LOGICAL BIN(,),ALREADY(,)

ALREADY=.FALSE.
DO 1 JBIN=1,N
BIN=(VALUES .LE.X(JBIN)).AND.( .NOT.ALREADY)
NUMBER( JBIN)=SUM(BIN)
1 ALREADY=ALREADY.OR.BIN

Here, to avoid slowing down the loop with scalar arithmetic, I
assume that:

X(JBIN)=JBIN*DELTAX

has been precomputed, which only needs to be done once. (presumably
the histogram loop will be called many times, for example, in the
RDF case, on successive steps of the simulation). I have also
assumed that there are 4096 values to be sorted so thar VALUES is a
DAP matrix; the extension to less than or more than this number of
values is5 krivial.

BIN is a logical matrix which is set .TRUE. in positions where
the corresponding element of VALUES falls into the curreat bin;

45



these elements are the ones which are smaller in wvalue than the
upper limit of the bin, and have not already been considered. The
S function applied to a loglcal matrix returns the number of
TRUE., elements, thus gilving directly the appropriate entry in the
histogranm.

_ An important peint to. riotice is. that thls code contains . _no
_ arithmetic, “ouly. logical. comparisons and logical- OperathﬂS, which
~ are extrenely fast. on. the DAP because of the bit-serial . nature of
the Processors . This . is  a  perfect. nexample: of how  parallel
processing is  very dlfferent from conventional computlngt: Tha
random addressing problem has'goné'away because we are accessing
the DAP store by content rather than using an address in the
conventional sense. This 1s possible because the DAP can search
through its memory locatious in parallel on a bit-by-bit basis.
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A Fast Method for the Evaluatiocu of Square Roots in Computer Simulaticn

X. Singer

In MC or MD codes where the box length is set < = 2.0, the cut—off length
is (almost always) < 1.0. A square root routine can take advantage of the
limited range - except Eor the very large systems or very small particles
0.1 ¢ rzij < 1.0, If this is so, the algorithm described below, which is
about 20 times faster than the standard SQRT function available on the CDC

7600, can be used.

Construckt a least squares polynomial

1 n 3
f [ Z asx .- x%] dx = min - _ - ey
0.1 j=0

For n = 3 one finds

a3 42 a1 40
.430526 -~1.097209 1.428264 0.1882532
If v = x? and y(o) the value obtained from this pelynomial, closer
approximations are aobtained by means of

2

yUFHD) =y~ gay@ s = (U7 L 2,
With j = 3, two steps lead to 6§ figure accuracy. Satisfactory, albeit
slightly less accurate (5 figures) results may be obtained from j = 3 and

one refinement steps 2) or from j = 2 or even 1 with 2 or 3 refinement

steps.
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A possible coding is

2)
RS5Q =
(RSQ = ¢ £

=
[

((,630526%RSQ ~ 1.097209)*RSQ + 1.428264)%RSQ + 0.1882532)

DY

b

CYAY-RSQ

e
[

7-0.5%DY/Y

TRY=-RSQ

0

DY

¥-0.5%DY/Y

(o]
[

This algorithm can be advantageous when an odd power of ry4 occurs in the -
palr potential or when it is desired to evaluate the Ty histogram at every

step.
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- CCP5> Literature Survey
F. Gibh, W. Smith

On the suggestion of Profesor J.Go Powles, the CCPS Chairman, we have  e
conducted a search of the scientific llterature over the last three or 50
years to provide our redders with a list of" publications relevant to_CCPS

computer simulation work.

The search was conducted on the current INSPEC. file on Lockheed Dialog's
Information Retrieval System in Palo Alto, Califbrnia.” This data file
covers the perlod 1977 to date and includes all records in the "Physics

Abstracts" publication.

"Camputer Simulation" is a bfdedleafegbrf éﬁd'it ﬁag Eﬁefefére ﬁecéSeery'to
define strict parameters for the search, - We have chosen to provide
references from 1980 onwards that are relevant to any oﬁ the categefieé;;
"Monte Carlo", "Molecular Dynamies' and "Computer-SimuleEIOn” and ¥hich -
have appeared with the PAGS cla931fication codes 61.20-p to 61.20.Qg. The
result {s a list of some 270 references representing classical R

semiclassical and quantum theories of liquid ‘structure. ...

While we believe that all the references obtained will béareieveﬁt'to'CCPS,
it is'highly possible thet we ﬁave not included all'thbSe.of interest in
the period concerned. We would be pleased to.hear of any areas seriously
neglected. In this coetext it would help 1f eppropriate keywode“éf PACS

classification codes were provided.

The referemce list is provided ﬁith:the'eighfh?iééueLofatheTCCP5“ﬁeﬁ51étter
"Information Quarterly'. It covers the period from 1lst January, 1980, to

(approximately) September, 1982, The list is in approximate chronological

" order. We hope to provide a further update on a later occasion.
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