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EDITORIAL

As is now the custom, we begin our third newsletter with a welcome
to our readers and a sincers thank you to the contributors-of the. .

articles presented. Some of the articlés appearing are elaboratioiis of

the talks that the authors gave at: the. CCP5. (UMIST) meeting in September. .-

and we thank them for undertéking-the;extra.effort of;writingpthe-}qu

articles for us. As usual, some of the articles- contributed give advice. ..

on computational matters. These are always welcome. We should like to

invite our readers to follow the example of our contributors and provide .

further articles for the newsletter, we will be very plaased to publish .

themn.



GENERAL NEWS

1. Readars are reminded that CCPS supports  a growing program: library
which is available to anvone who is-interested in- obtaining. its. programs..
All of the programs listed below are available, ‘free of charge, provided .
the applicant supplies-a-suitaBIE'méqnetic%tapée: Mostfof-the'prOgraMSf'““5
have some documentation. Both programs ‘and documents may be~dbtainédsb

from Dr, W. Smith- at Daresbury Laboratory.

Program ¢ Author ... " : - - . Purpose '

MDATCOM - - $. Thomgson . -~ - . ° MD on monatomic ligquids -~ _

HMDIAT 8, Thompscon MD eon homonuclear diatoemic liguids . -~

MDLIN 5. Thompson MD on linear molecules

MDLINQ S. Thompson MD on linear melecules with
quadrupcle

MDTETRA S. . Thompson MD on tetrahedral molecules

MDPOLY 5. Thompson MD on polyatomic moleculas

MDATCM D. Fincham MD on monatomic liquids

MDDIAT D. Fincham MD on homonucleo diatomic liguids

MDDIATO D. Fincham As MDDIAT, with guadrupole

MDIONS D. Fincham & MD on ionic liquids (Ewald Sum)

N. Anastasiou

Note: The D. Fincham and S. Thompson programs generally differ in the
use of different integration algorithms. The S. Thompson programs use
the Gear algorithm with quaternion orientation parameters. D. Fincham

programs use the leapfrog algorithm and constraint dynamics,

Readers who have other programs, which they would like to contri-

bute (particularly Monte Carlo programs) please contact Dr, W. Smith.
2. The sixth CCP5 meeting will take place at Royal Holloway College on
29th-30th March, 1982. The topic of interest is "Transport Processes'.

Please consult the loose sheet circulated with this newsletter.

3. Dr. David Fincham is organising a D.A.P. workshop at Roval Holloway

College, following on from the March CCPS meeting. This array processor
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is particularly suited to liquid simulation work and interested parties -

would be wise to contact Dr. Fincham as soon as possible to secure a

place. Please see the loose shedt ciréulated with thHig letter,
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A REVIEW OF THE FOURTH CCPS MEETING

New Advances of Computer Simulation in Statistical Mechanics held at

UMIST, Manchester, between 9-1ith Sépﬁember 1981

D.M. Heyes

The aim of the meeting was to present new methods of cOmputér
simulation for investigating a wide variety of phenomena in statistical

mechanics.

Professor Rahman started the discussion by describing a modification
of the usual MD procedure which enables the volume and shape of the MD
cell to change in response to an imbalance between an externally applied
gtress and the internal stress (obtained as usual from the particle posi-
tions and velocitiesg). He has used this technique to investigate the ef-
fect of pair potential form on preferred crystal structure. For example,
lennard~Jones particles placed on a bh.c.c. lattice spontanecusly reorgan-—
igse intc the f.c.c. form; whereas the reverse change occurs for a Rb
potential. He also gave preliminary results of a similar study on ionic
crystals. The application of pressure te a2 model KC1 crystal induced a
change in crystal structure from f.c.c. to the CsCl structure. The
mechanism of this process involved some of the icns being co-operatively
displaced along the principal axes. In the discussion, Professor BAlder
said that this programing scheme would tend to favour “"gleobal™ or homo-
geneous paths for change in crystal structure, in preference to one

invelving nucleation.

Dr. Fincham described the applications of the DAP (Distributed Array
Processor/ICl 2980 computer system to cowputer simulation. Computers
should be as small as possible because their speed is governed by the
rate at which signals can be transmitted. As the packing density is
limited by the power dissipation, present computers are nearly as fast as
they can be with the available semi-conductor technology. The DAP com-
puter peripheral enables an effective increase in speed by taking advan-

tage of the "parallelism" inherent in many problem solutions, such as an
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MD scheme: 'It'éains'sPeed'by devolving aotirity:to'dogé pracéséing”elé—°
ments whion: although controlled by a master control unlt, ‘can work )
lndependently.' They enable operatlons applled to eaoh element in an
array to be performed srmultaneously and not sequentlally as in otner _
computers._ Tha DAP FORTRAN is an extremely concise programmlng languaqe'.
{a typrcal monatomlc MD program needs leSs than 100 statements). Evr—"”:*

dence for the cost effectlveness of thls machlne was glven. )

'?'fg-'f'-égg;,;a-wis Later g;s* sn example of ths use of the DAP com-
puter system applied to a simulation of 4096 model SF¢ molecules at room
temperature. He was interested in plastic crystal phase changes.'”Inter;T
estlnquJr he observed an almost temperature lndependent rate of rotatlon.
of these particles. Good correlations between nelghbour reorlentatlons

was found.

a Professor Cotterlll presented some prellmrnary results of a research
programme into the fundamental characterlstlcs of superlonlc conductlv-'“.
ity He' pornted out the lrony that although lOnlClty in a compound is ’
common to all supexronlo conductors, Nacl does not superconduct."In o
order to discover the nature of the superconductlng sub—lattlce, ‘the MD
of 3 model superionic conductor in the vicinity of a split line loose
boundary'mas'oonsidered. The presence of a fault was oonsrdered to be of
interest because of the probable use of such materials in a compressed
powdered form in future batteries. It was observed that although dls—:
ordering of the ‘mobile sublattlce rncreases at the graln boundary, the:'::
fault inhibits the dlsorderlng of the rest of the lattice, Reglons of:
free volume ‘were followed and’ it was postulated that the “looseness of"
the oonductrnq sub~lattice was a srgnlflcant parameter. The nature of.n
the liquid state and the concept of ergodlclty were thought to be 1mport~

ant in its description;"ProfeSSCrs Rahman and Berendsen stated that n
ergodicity in computer experlments was determined by ‘the order of the
algorithm for 1ntegrat1ng the equatlons of motion and to a much smaller

extent by the round-off errors.
r. Schreiner described a novel MC tectnigue which removes some of

the computational artefacts of conventional simulations using periodic

boundary conditions. The specific example of a tso~-dimensional system
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was considered in which the particles were confined to occupy the surface
of a sphere. The so—called "Double Dlstance" conventlon was used in '
which 1nteractlons between two partlcles are consrdered tw1ce -_along |
both 51des of the Great Clrcle contalnlng them._ Thls has the advantage"_h
that for long ranqe forces dlsc0nt1nu1t1es do not arlse as w1th conven-l'p
tlonal perlodlc boundary condltlons." Here the force goes smoothly to o
zero ds the two partlcles approach thelr furthest separatlon on the
spheres. Also this approach énables the N~dependence of the thermo-"'
dynamicg propertles to be predlcted more ea51ly. Thls was conv1nc1ngly
shown for LG partlcles. However, den51ty is not so easaly deflned 1n _
curved space.' Also, for the same number of partlcles "Flat" boundary :i"
condltlons produce results closer to the thermodynamlo llMlL than thosedd

obtalned u31ng spherrcal boundary condltlons.”_ o

Dr. de Leeuw emphasised his interest in the mechanism of vacancf/.
1nterst1t1al reComblnatron whlch takes place after a perlod of radlatlon
damage oi a SOlld-. Model copper near the meltlng temperature (T ~ 1350 K
or T* = 0 35 S/k T) was srmulated. In order to assess the effect of the d
chosen ensemble both constant volume and Constant pressure calculatlons :.
were performed from the same startlng conflquratron. Althouqh the dynam~
ical correlatlon functlons agreed at short tlmes, the 1ong tlme behavrour
of the two ensembles was 51gnrflcantly drfferent. This was manlfest in a
negllglbly small rate of dlfqulon at constant volume but a dlffu510n '__
coefflclent of 1 2 % 10“5 cmz/s at oonstant pressure._ The MD box 51ze H"
oscrllates at a much slower frequency than that typlcal of lnteratomlc :”H
colllslons. It was argued that a constant pressure algorlthm allows'_
extra freedom for dlffu51on and consequently thls more reallstlc method
should be used Eor future radlatlon damage studles._ Professor Berendsen
suggested that an alternatlve procedure would be to follow a small volume
of materlal within a larger MD cell at constant volume. Dr Clarke was
surprlsed at the dlfqulon constants obtalned as durlng glass formatlon.
by computer 31mulat10n constant volume and constant pressure dlffuslon
coefflclents have been found to be rather s:mllar. Professor Rahman _
thought that there was an important difference between the glass formlng
studies and those of Dr. de Leeuw. In the former work the material was
being formed. Dr. Allen suggested that the dlfference in the dlffu51on

constants could be a computatlonal artefact resulting from the varlable
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scaled coordinates used as constant pressure. . .

or. EVanstefihéd a. non-Newtonian. fluid ag one whose behaviour at a. -
time_is;ihfluéﬂded'bylits;rECEnt historyag,Hexillusfr&ted;the-dommona;w;;g
occﬁrrén§é oEfnbﬂ*Néwﬁdnian3fluids-in;evefyday;lifé;_¢Thésa:ihclﬁdé55hear=;
thicken‘iﬁg"_: £luids which are often. {erroneously). called dilating fluids: -
and_sheér Ehinnih§yf1ui&s:whosé‘ﬁiscbsity;dECréasesQwithEratéEOf'Shéar;g:ﬂ;
Thixotropic. liquids. such. as. many: paints which reversibly change from a. - . -
gel to a;soijon the application of shear enter the latter category..
Viscoelastic fluids are also non-Mewtonian and they give rise to_sﬁch;~,.~
unusual behaviowr as is evident in the Weisenberg effect (in which a
fluid rises up the stirrer and not the walls of the container), self—
siphoning, die. swelling, the Kay effect and the Bounce effect (drops. :
formed by the pouring of a:liquid onto'a flat surface eject streams-of.... .
the fluidilater}f~30r!:Evanszthen;showed:the_inadequabyfof;Statisticalfwh~;
Mechanidé}tc,&eséfiEEfsuch-proceSSes.ﬁ.It.is;not;even_able to: predict the:.
Newtonianuviscosity;ofjafgon near the triple point. Problems arise from. .. -
the divergence of a virial expansion of the Navier—-Stokes equaticn and : ..
the related long time tails in the correlation functions used to. deter—- ..
mine the transport ccefficients {which consequently have a cusp in the ..

frequency dependent shear viscosity as frequency tends to zero).

A direc¢t evaluation of the viscosities by MD using. theé, Xubo-
relationships. is 2 or 3. orders of magnitude more slowly converging than:-
thosg_evaluated by nonQEquilibrium_Molecular_Dynamics.{NEMD).__The_non~-a-
equilibrium apbroadhiinvolveszestablishing a velocity gradient: in. the MD' -
cell. BQ displaciﬁg the image particles discontinuities associated with -
particles leaving the MD cell are avoided. Extrapolation to zero shear
rate for the shear rate dependent viscosity gives a good agreement with
argoh_viscosity near the triple point (3.1 (me)lfzdle._ Dr. Bvans. showed
that fbrhthg LJ:Eluid_the_viscdsityt pressure,. internal energy and . ... ...
difference.in normal pressure. components {in the shear plane) vary as: . . -
shear rate to the power 1/2,.3/2, 3/2 and 3/2 respectively.. . This agrees.
with Mode Coupling theory; although the changes were several orders of
magnitude larger than this theory predicts. Dr. Evans interpreted his:
shea; rate dependent pressure and internal energy in terms of Non-Linear.

Irreversible Thermodynamics. He showed that it is possible to introduce



637ABU

2 new intensive variable or potential, coupled to the strain rate which
affects the thermodynamic state of the liquid. The energy and pressure
can be related using a dimensionless dilatency. B shear rate dependent
phase diagram was presented.,. The concepts of vortex viscosity for

polyatomics and shear-rate dependent structural changes were introduced.: -
The problem of heating during:shearfwas-mehtiohe&-in*the”discussiOn:;~*Tif
Dr. Evans replied that he maintained isothermal conditions. by scaling the
velocities. - However, any -arteéfacts caused by this‘are eliminated in!the
limit of zéro shear rate 'as the rate of temperature rise is proporticnal . ™
to the shear rate to the power 1,/2, which is lower than the pressure

dependence.

Dr. Whittle continued this topic: by describing tlie results of simi-
lar calculations on diatomic molecule. liguids to determine  their non- - -
linear  response to applications of shear. A difference:.in trajectories -
approach:was.adoptedaso-as-to.eliminatefirrelevant'statistical-fluctué% S

tions. ' A series of ‘steps in shear rate were applied to -an equilibrium - -

modelachlorine:system'(p*-# 0.55, t*

> 0.75). The stress of an unper=" " -
turbed trajectory was subtracted from that of a disturbed system starting
from the same point in time. The: shear viscosities, cobtained from the
symmetric part cof the stress tensor, were in good agreement with previcus
work. The relaxation time for stress build-up is longer than for mon- -
atomics. The anti-gsymmetric part of the stress tenscr gives rise to a
transient stress associated with the vortex viscosity. Alignment of -
moelecules with respect to the Covette flow was proved using an orienta-
tion correlation' function:  The relaxation time for this is of the game’
order as that of the stress rise.  Significantly, the model Cls showed -

little tendency toc shear thin.. -

Profeéssor Powles: used 4 similar difference in’ t¥ajectories approach
to examine the dielectric behaviour of diatomic polar fluids by forced:
displacement rather than from spontaneous  fluctuations.: The static
dielectric constant for model hydrogen chloride agread well with éxperi~ -
ment over a wide density range to beyond the critical density. - However,
higher order relaxation times were less well reproducced. This was
attributed to an inadequate interaction potential (the segond virial

coefficient is in poor agreement with experiment). The dipole and guad--



rupole moments of HCl need to be incorporated in future simulations.
Drs. Evans and Adamg commented that when simulating polyatomics by & - -
parturbation and difference technique care must be exercised in adopting

"false plateaus" as limiting behaviour. .

Df;;Ténenbaum-desﬁribédra-metHOd:for;éétaﬁliéhing'attemperafurefii :
gradiéﬂﬁ;ééroés;ah_MD:cell_ﬁhich;is periodically. reproduced: in two ortho-.
gonal}diréétionS'ohlyr; Particles attempting to leave. this. lamina‘of: in- -
finite extent are reintroduced with a velocity. selected from. a Maxwellian-
distribution corresponding to a prescribed wall temperature.  This stoch~-.
astic wall technique. creates a flux of thermal. energy across the cell. and
an asgociated temperature gradient. The temperature profile showed ..
rapid changes near the walls but a linear thermal response in the centre.
The obtained liquid. thermal. conduyctivities showed little dependence on. .
the magnitﬁde_offthg temperature-gradient.(ﬂm*;<;0;07=e/kET}w;-The:ther*-F
mal coﬁductivitiesnﬁére.noticeablyulower:than-othergsimulation values by .
up to.SO%,_ This was partially accounted. for by correcting. for: the over--.
all nopn-linear temperature profiles. Dr. Heyes wished to knew if any -
non—uniformity;inxthefdensity profile. perpendicular. to the walls had been.
observed.. Dr., Tenenbaum said that on "8-bin" density profile was meas-.
ured and it did show variationsg which would in future be eliminated by
includiﬁg_images beyond the walls. Professcor Alder commented that a -+
finer resoluticn would probably reveal oscillations. in density typical of.
such a confined system. This would undoubtedly affect the conductivity:-.

values.. .

Two short contributions were made by Drs. Frenkel-and Mitra. ..
Dr. Frenkel presented the results of 3D MD simulations performed with
Dr. J.F. Maguire on hard lines or "needles". This system has the same
statical properties as an ideal gas at the same number density and temp- .
erature. However, its dynamical properties show deviations which are
useful in iﬁterprétinq the results of light scattering experiments om - -
long thin molecules., Good agreement was obtained with the Doi-Edwards -
theory, in which the collision frequency, parallel and perpendicular: -
diffusion coefficients and reorientaticnal times are related simply ko
the number density. Dr. Mitra described a new method for satisfying the

holonomic constraints restriction in MD by maintaining the constrained

637ABU
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distances rather than their squares as is usual. A gain of 50% in compu-

tational speed over the Ryckaert method was obtained.

Professor Berendsen gave the firét“talk-bf"aﬁsériés"on‘Stdéhaétiéf15:
dynamics. This is a technique for representing certain degrees of free-
dom in & system, which are. of only sSecondary importanceé, in-an approxi-
mate way so:as?tOrreduce~computef.time.-.Examples}*Preéenteafwere'elédé9fT
trolyte solutions where the behaviour of the solute moleculés is of main *.
concern and complex molecules in. solution. - This method has enabled large
molecules such as. polymers, proteins, membranes and proteins in wakter to -
be investigated.. In each case the" solvent is represented by frictional -
and random forcesg, usually of the Strict langevin form.  This works well
for decane. However, for a large polymer it is not easy to decide which -
degreaes of. freedom to’take out. ~ ‘as the Hormal. modes change with timev

Also a more rigorous treatment: requires-a generaliszation 'im time and - -

space of the friction-coefficient; Y. Technical advances of Professor -
Berendsen's group. involve taking the-algorithm: for integrating the égqua~ -
tions of motion to an order which includes the time deriwvative of the :
acceleration and being able to' accommodate a wide=ran§e'of Y&z (although
values of 0.007 to 0.133 are typical}. The criterion for the accuracy of
the algorithm is not conservation of energy but the number  of conpleted -
dihedral transitions. A barrier. is defined to have been crossed when the
next minimum is.occupied... BEvidence for -a correlated sequence of- transi-
tions of'dihedral.angles in n~decane has been observed. - Extensions to
the investigation of slow events were discussed. It is necessary to = =
define the reaction coordinate and then determine the free energy change

aleng this path as it is affected by the other degrees of freedom.

Professor: Berne continued this theme of simulating rare events by
considering the intramolecular: rate process of geometrical isomerization
which can take place along a reaction coordinate: such as a dihedral angle
rotaticon.  The relaxation kinetics were ingeneously cast in:terms of a -
correlation function formalism involving the rate of change of the ré&ac-
tion coordinate or reactive flux, This replaces a Partition Function
representation. The concepts of oscillating reactive flux, activation
volume, Kramers relation, constraint effects and mode specific chemistry

were introduced.

1o
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Dr. Lal showed the results of stochastic dynamics simulations of
model COllOldal particles 1mmersed in a hydrodynamlc medium, The '
c01101dal partlcles have typlcal dlameters of 0, 1 to 1 U. There is a blg
dlfference in tlme scales between these partlcles and those of tne back-t
ground medlum. Ermak s algorlthm for dlffu51ve dynamlce was used 1n R
which 1nterpartlcle interactions and Brownlan motlon were 1ncorporated S
under the DLVO formalism. The motlvatlon for thls research was to dlS“
cover the mechanism of col101dal conglomeratlon. The ev1dence belng that
COllOldal partlcles first form a llnear chaln and then reorganlse 1nto a
more compact assembly. For a two partlcle system he showed the great o
lnfluence of the depth of the lnteractlon potentlal on the assocmatlon
time of the partlcles, which is almost lnflnlty for an 1nteract1ng well .

depth of ~ 9k T

Dr. Stepto presented an entertaining film illuStreting the combined
effects of solvent characteristics, chain potentials and flexibility on
the average size and shape of polymer chains. The transitions from
ellipsoidal envelopes to less compact structures were demonstrated using

Monte Carlo techniques.

Dr. Robson ocutlined the considerable difficulties in using a Monte
Carlo scheme tc find the preferred conformations of complex biological
molecules. Using a combination of MC, energy minimisation and trajectory
programming {(a constraint method starting from an empirically determined
starting structure). These problems have been partially overcome., The
MC procedure is performed so that a partly constructed structure can be

rejected with confidence before the whole molecule is completed.

Dr. Ryckaert demonstrated the ability of stochastic dynamics applied
to a single lennard—Jones particle to reproduce the single particle dyn-—
amical behaviour of the pure fluid. The generalised Langevin eguation
with a continued fraction tepresentation of the kermal up to the 25th

level was needed.
br. Jacucci described a Monte Carle calculation for the exchange

part of the radial distribution function of guantum hard spheres at

finite temperatures using path integrals with boundary cenditions.

11
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Dr. Quirke examined the nature of energy ahd'préééuré'fiucruétiOns
during Metropolis Monte Carlo simulations of diatomic fluids.“'Itnwas
argued that sub-averages of suff101ent duration can be ccrrelated W1th an'
effective subaverage temperature dlfferent from ‘Ehat lmposed by the MC o
algorlthm uSLng ‘the average conflguratlonal energy in the sub—average R

and the spec1f1c heat of the system." I

.Dr; Goodfellow descrlbed the polarlsaole electropole model of water o
used in studylng water organlsatlon around a proteln molecule."Thé”" o
multipole mements vary with configuration and are not a fixed probérff of
the moledule. In formulatlng the computrng scheme use is made of the |
slowly varylng nature of the’ multlpole moments. For the quadrupole

moment field gradients need to be calculated.

12
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COMPUTER SIMULATION OF THE PLASTIC TO CRYSTALLINE PHASE
TRANSITIONS IN SFg

G.S. PAWLEY and G.W. THOMAS. .. .

Preamble. .

At the time of the UMIST meetlnq the result here presented was_t_

locked away on tape, but was. leg;ble 1mmed1ately afterwards._

A simple but realistic model for the condensed phases of SFg gives a
plastic phase at 80K in a molecular dynamics simulatiou. _Equilibration
of a sample of 4096 molecules at 25K and at ZRY o pressure results in a
transition to a polycrystal._ ‘The crystal structure found is trlollnlc P1,
Z=3, but lS pseudo-orthorhomblc, a result not 1nconsrstent Wlth recent !:_
gpectroscopic measurements.n_lt ls suggested that to avord blas, a larée
sample size is necessary for modelllnq the plastlo to crystalllne phase
transltlon, and that such a result has been achleved for the flrst tlme
using the Distributed Array Processor (DAP).“_ R

° o e

The realistic modelling of solid state phase trensitions with moiec—
ular dynamics requires a sample large enough that the nucleating phase is
in no way restricted or”determined by the imposed boundary conditions.
With a large enough sample separate gralns can grow and complete and each
can be large enough to exhlblt the structural pattern of the new phase.h_
Owing to 1ts extreme anharmonlclty the plastlc crystalllne phase of .
matter is dlfflcult to study analytlcally, and theoretlcal progress can
best be made through moleoular dynamlcs oomputer 51mulatlons. _Ideally
any model for the plastlc phase of a system should be capable of 1epro~_
ducing the phase ohange to the crystalllne form, thus furnlshlng an.
excellent tool for the-study of such transrtlons; We here report what
well may be the first realistic example of such a transition found by

this technique, yielding a crystal structure of considerable complexity.
It has been pornted out that Lhe selectlon of a good potentlal

function is of central lmportanoe to thls workl, and it is argued that

the simple Lennard-Jones F-F atom—atom potential as already used for the

13
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plastic phase simulation of SFs has all the requirements to produce a
plastic to crystal transition?. Molecules are assumed to move as rigid -
units under interacticons with 8 nearest and & next-nearest neighbours
only. Each intermolecular interaction involves 36 F-F interactions, so’ -
that the force field on any one melecule depends on 504 F-F interactions.
The dynamical egquations followed Beeman's algorithm3 using the quaternion .
formulation™. The resulting model reproduced the crystallographic result’
for the plastic phase in which molécules aré arranged on avérage on a
body-centred ;ubic'lattiCe;‘aﬁd'béfforﬁ'écdaSiOﬁal”réoriéntatiohéL:jhﬁ?é*:

as expected in this phase. The temperature of the calcualtion was 80K.

‘Harmonic 1atti¢é“ayﬁaﬁiEalﬁcaleﬁiaéish’fbf“thé'de&Lcéﬁﬁfédfeubid~
phase gave evidence of a' very wistable model, as only the longitudinal: =
acoustic modes had*pdSitiﬁé*éigenvaiﬁész.“'ﬁhe*éréhsﬁéréé”aéoﬁstié“mcaéé“‘
had negative eigenvalues, indicdting that the structure was unstable with'
respect to any shear, and instability associated with any moleéculdr rota-
tional displacement was similarly' shown by the abseénceé ‘of any libraticnal’
positive definite modes at any point in the Brillouin zone. " This was
thought to be an attribute for the model as the cubic phase is not a

truly crystalline phase.

‘A sample Of 4096 molecules has now been séf up on the T.oibn
Distributed Array Processor? (DAP) at Queen Mary Collége, London. ~This
sample uses the total number of parallel processing élements of the DAP,
and as these processing eleferits are hard-wired in a cyclic condition’ (in
fact 64x64), it is very easy to implement cyélic Boundiry conditions for
any desired topologyS.  The sample used in this work was roughly 13x13X13
body-céntred unit célls. The calculation of one time step takes 3 secs
onds on’ the DAP, making this computer ideal for such problams and effect-
ively competitive with the Ffastest of modern computdrs. e h

In the work on' the dynamics of Rb Parrinellc and Rahman” have repor-
ted  a crystal to crystal phase trarsition induced in“a'molecular &ynamics
calculaticen. With the right conditions evidence of a transition was
immediate but the transition itself was slow before the rapid wove to
completion. ° This result prompted us to run the SFg simulation at a low

temperature (25K) for a long time (3 hours) in the hope of a similar

14
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event. The temperature of the sample slowly drifted upwards, requiring a
continucus extraction of energy from the system. The fotal potential of
the system fell. accordingly, and the volume of the constant pressure. ..

sample decreased. - This behaviour pointed to a‘ gradual ordering processy.
the geometry of WhichgwaSaquitEaunknown.;;NOHsuddenzmove-tQICOmpletion;-=

was observed.

The time step_usedfin this caleculation was: 0,015 psec.. perhaps
rather small for a calculation at 25K, but it had. been found to be neces-
2

sary for runs at 150K.  An earlier calculation® on a sample of 54 mole— .
cules was quite stable with a time step of 0.025 psec, but such a time .
step gave problems with the larger sample, eventually producing a close
and catastrophic intermoleculaxr contact. Such events were presumably . ..
inhibited in:the:smalle: sample. by the artificial. constraints of the... . -
cyclic boundary conditionS,q.COnstantppresSure:was-maintained;as-follows.
The.displacement of:each-moieculenwas;measuréd-from-itSaindividual”;_-.
origin, these origins being arranged on. a body centred cubic lattiée;«@-
The size of the lattice spacing was systematically adjusted to maintain ..
Zero pressure, but no attempt was. made to. distort the basic lattice as .
done by Parrinello and Rahman7._ Such distortions relieve. shear stresses
in the sample, but such stresses should be automatically relieved when
the structure suffers a transition by the nucleation of a number of
crystallites in various different orientations, providing the sample used
for modelling such transitions is large enough . for the natural develop-
ment. of a mosaic. If this is not the: case: the possible new structures: ..
for the nucleating phase may be arbitrarily constrained. . These: consider-
ations. are not of such importance if the transition structural change. is
known: in advance. In such cases, as with Rb?, it is possible to have the
cyclic boundary ceonditions seo that they are consistent with both phases,

and then the onget of the transition will be swift at the moment when one

grain dominates and the sample becomes a single crystal.

The structure of the natural crystalline phase of SFg is not yet
known, though recent spectroscopic measurements® lead to a conjecture
that the'phase is orthorhombic., The transition from the plastic phase
takes place at 92K for the natural system, so a temperature of 25K is..

reasonable for a long calculaticn to search for a crystalline phase. 3s
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mentioned above, ordering of the sample took place slowly, and when it- .
appeared that most of the transgition was accomplished, about one guarter.
of the sample was drawn out. in layers by the computer,  the molecules
being represented by octahedra. The layers contain molecules: on-cubic:: -
{100) planes, close molecules therefore-béinq“nexﬁhnearést"neigthurSarﬂlﬁ
part of one typical layer is reproduced in figure 1, where the ordering - .
is clearly apparent. In this figure there are two major crystal grains;
both with ordering along the diagonal: lines parallel-to AB. The three
moleculas nearest B on AB have an orientation (orientation 1) which is::
not repeated until three rows distant. The intervening two rows contain-
molecules of orientation 2. Molecules of orientation 1.ocgupy symmetry. -
inversion centres, utilising the centrcsymmetry of . the ocﬁahedral'mole~‘-
cules. : Motecules of orientation 2 do not use: the molecular symmetry, but
are related in;pairsfaboutfinvéréicﬁ*centréslrzﬂaprimitianﬁnit-dell?thus
comprises one molecule of orientation 1 and two.of orientation: 2; and 1§
triclinic, Pt {(Z=3}.. This result is ‘¢onsistent with the instability. with
respect to shear in the cubic: phase. A unit cell is ouklined in figure 1y
where the cirgles denote inversion centres; the: upper part of the cell is
related to the layer of nearest neighbours above that of fiqure 1, and :

the inversion centres relating these two layers are alsoc shown. -

A more conveniént centred unit cell can be chosen ds follows: - The
shortest axis on figure 1, that between lavers, has-a vector
¢ = (4/2, 4/2, 4/2) expressed: in terms of the underlying cubic ‘grid of
spacing d.. Two other: axes can be'chosen which are orthogonal in the trie
cubic. -arrangement, b =.(d, -d, 0} and a = (&, &, -2d). A typical cell of
these: dimensions has been chosen from the middle of & large grain' and is-
shown projected down a in figure 2.:- Az this is a 'snapshot', the symmet-
ry related molecules do not appear exactly identical.: The wmolecules

labelled + and - are at ¢/3 and -¢/3. The unit cell is

I

14.1; 7.7; 4.70 A
8%.4; 91,9; 88,19

a; b; ¢

It

o By ¥

and is pseudo C face cdentred orthorhombic. This is guité consistent with

recent spectroscopic measurements on the natural material®,
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It  has been“suggestedg'that'structural'complexity'isflike1y te:char-
acterise plastic crystals in their ordered phases. - The develeping tri- -
clinic cell can nucleate in any of 48 possible oreintations, thus giving -
a large entropy coutribution at the transition. “ Furthermote  the choice ™ '~
of origin of thé unit cell’ introduces a firther factor of three as there
are three folecules’in’ the uwiit cell, and it iy theérefore rot. Surprising
that ordering in the simulaticw §s not abrupt.’: However,' the' fundamental®

ordering in each grain has been found to be ldentical.

The annealing of grains will be considerably frustrated by twihﬁihgTVI
which is likely to occur in a number of ways. The layer of figure 1 has
been chosen because it displays twinning, as can be seen by careful ob~ °
servation. Of the seven molecules in thHe row 4B, the 4th and S5th are
related by a two-fold axis perpendicular to the' diagram. ~This twin‘axis
relates a large number of moleciules in the two ordéred grains, bothiin

the plane of the diagram and on several"parallel planes.

A count of the number of molecules in the larger grains gives-a
value of about 300, indicating a correlation length of roughly & nearest-
neighbour distances. 3As this is well short of the cyclic repeat dis-
tance, it is clear that the observed transition is not driven by cyclic

boundary constraints,

Further work is planned both to solve the natural structure experi-
mentally and to study the simulation phase transition in depth. To mon-

7 and scan

itor the sample on cooling we can follow Parrinello and Rahman
the radial distribution function. TFigure 3 shows the first peak in the
5-8 radial distribution function at 25K; 1f this were in the cubic phase
there would be only one peak centred at 4.77 A. For observing the trans-
itien on warming, the triclinic angles a, B, ¥ for a single c¢rystal can
be used as order parameters. It is amusing to note that a single crystal

sample will require a multiple of 3 {therefore 4095) molecules, and care-

ful programming will be necessary to discard just one molecule !
We believe that the large size of the melecular dynamics cell has
made it possible, for the first time, to medel a realistic transition

from the plastic to the crystalline phase. Many other systems are within

17



the power of the DAP, and it should scon be possible to pexrform a compre-
hensive unifying analysis of the wide variety of experimental data avail-—.
able for many of these systemsr::FurﬁhermorQ such simulations. should
stimulate_experimenfal;work ﬁ-thegpresent:result;cléarly;indicatééfthe,ﬁ
point in the Brillouin zone of;the:cubic;phase;whichﬁshould[shdw}évidenée].
of the transition throﬁgh-x-fay;diffuse'scaﬁtérinq;_tﬁat i5¢,if;théfsimufﬁ

lation haé-déveloﬁed;thé;true_natural.étructureuuam;u
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Figure Captions

1.

A part of one {100) laver of the polycrystalline SFg at 25K. Order
ococurs along rows-parallel to AB; repeating every-three rows. The
primitive trlCllnlC cell 15 shown near B, where the open circles
denote centres of symmetry._ These lle 1n the plane of the diagram and
in two parallel planes, the.upper of whlch igin the next plane of
molecules. Twlnnlng occlrs ‘as seen by +he existence of a local
two-fold axis pefbéndibuier £o the“plane Of the diagram, situated

between molecules 4 and 5 on-thé line AB. -

A pseudo C-face centred” orthorhomblc cell extracted from a large
crystal grain. The ayes below show the deflnltlon of the triclinic
cell. The melecules at + and ~ are approximately at + 1/3¢ and

- 1/3¢, the other molecules (orlentatlon 1} being in the plane of the

diagram.
The nearest neighbour molecular centre-centre (5-3) radial distribu-

tion functicon in the sample at 25K. If this sample were in the

plastic phase there would be only one peak, at 4.77 A.
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MOLECULAR DYNAMICS STUDY OF INTINITELY THIN HARD RODS. COMPUTER
EXPERIMENTS ON DYNAMICAL SCALING.

Paan Frenkel and John F. Maguire = -

Molecular Dynamics (MD) calculations are widely used to study the
structural and dynamical properties of atomic and molecular fluids.
Often, such talculaticns provide the wnly tool to test predictidns of
statistical-mechanical theories of transport phenoména. in'dense fluids on.
a microscopic scale. Many of the redent developménts in ligquid state -
theory have been inspired by the results of computer simulations {ses
e.g. ref,1}. Among the systems studied, the hard-sphere system has
played a special role?r3,  The reason is twofold: compiiter "simulations on
the hard-sphére systém could be used to test existing theorieés of the
liguid state such as the Percus-Yevick éequation (equilibrium properties)
and the Ehskog expressions for transport properties. - Such tests, and: the
discrepancies they revealed (e.g. Alders test of thé Enskog thecry of
malecular  diffusion) foim the starting point for many ¢f the modern
theories of dense fluids. A Sécond reason” why the hard-sphere systén hHas
played a special role is that, once its properties were known, it could:
be used as a reference system for fluids with continucus intermclecular -
potentials. This approach has regsulted in very successful perturbation -

theorias for dense-fluids“rsa

Tn view of the important role that the hard sphére system has play-
ed, it is somewhat surprising that virtually no work has been done on the
dynamics of non-spherical molecules with impulsive interactiens. In
fact, the work of Rebertus and Sanda on the dynamics of hard sphero-
cylinders is, to our knowledge, the only published MD study 6f "hard",
neon-spherical molecules6 (see, however, ref.7). Admittedly, the rough-
sphere fluid has been studied in detail by MDS, but rough~spheregs are not
really typical for non-spherical molecules. ' There are however 'other -
"hard” systems which, in their simplicity, are comparable toc the
hard-sphere Fluid. One such gystem, a fluid consisting of infinitely
thin, hard rods of length L {"hard~lines") is the subject of the presant

letter. In this letter, we present the results of MD simulationg on a
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system of hard-lines, over a range of densities. We compare the results
of these simulations with theoretical predictions for the density depend-
ence of transport properties. Although we will briefly indicate the
nature of these theoretical predictions, we must_refexzthehreadep:tq_a_v_
subsequent publication9 for a more detailed discussgion. Siﬁilarly, only
certain features of the computational method that we used will be men-

tioned here; ref.9 will contain a detailed discussion. =

The hard-line fluid is remarkable in that all of its structural =

properties are those of an ideal gas, whereas all of itsg transport prop-

erties are non~ideal, and strongly dependent on density.. The absence of
structural correlations is a direct consequence of the fact that the
hard-line. system has zero excluded-volume; at any. density,. any nolecular
position. and orientation (but. for a set of measure*ze:o)”is_equally like—
ly. Obﬁibuély{.as_the confiqurationalipart,of:the paftitien_fﬁﬁgtioﬁ; o
equals Vi1, thé pressure of a_hardﬁlihezfluid'hust f6liow thé;idéél gas
law andnﬁo_thefmodynamic phase_fransitions.are possible in fhis_system.
In contrast, the dynamics of hard-lines is very sensitive to the presence
of other lines. Theoretical predictions can be_made-aboﬁt the dynamics
of hard-lines (in particular about translational and rotational diffu-
sion),_hsing two very different approaches. The first is the well-known
Enskog method for computing transport properties {we use the word
"Enskog?theory? in the sense explained in refs.10 and 8). Due to the .
absence of structural correlations in the hard-line system, the follow-

ing, very simple expressions result for the diffusion constant D, and the

angular momentum correlation time TJg:
D= 20303 wew /DT A
and _ S _ . o
T_= 1,705 4../ O ¢ 3

In the above'expressioné, reduced units have been used: p* = pL?,-where p
is the number density and L the length of the line. We define L to be
the unit of length, m (the mass of the line) tc be the unit of mass, and
kT tec be the unit of energy. I, the moment of intertia of the rods, is
chosen to be equal to 1/12, which corresponds to a uniform mass distribu-

tion. Other choices for I are possible; they result in other numerical
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constants in equs.1~2 (and 3), below). The collisicn frequency in a

hard-line fluid can be calculated exactly:
T = 1.23766 .. p* 0 oo (3)

Eq.3 is valid in the thermodynamic limit;. the explicit N=dependence of I
can be worked out?. It is important to note that eq.3 is exdct; it pro-
vides our most important, non-trivial check on the MD results to be_”

presented below.

At high densities eq.3 is still wvalid, but the Enskog expressions
(eqns.1-2} may fail. However, it is precisely at high densities

* 1) that theoretical predictions can be made. about rotational énd”_

{p
translational diffusion, using SCaiing argqmehﬁs,similar_tozthose pre~
sented by Doi and Fdwardsl! (henceforth referred to as DE). These
authors have developed a theory of Brownian dynamics of rod-like macro-
molecules in concentrated soluticons. One of the central predictions of
the DE theory is that for thin, flexible rods the following relation
should held between the rotational diffusion constant_Dr and the longi-

tudinal translational diffusion constant D|I (i.e. along the rod axis):
Do~D/eY I A 5}

The basic idea behind_this_exp:ession is that the reorientation of the.
rods is constrained by the presénce of other rods. ' Only when one of the
constraining rods'_diffﬁses_ away (typically,_:.in_-.a_tj_me__‘I/DII ). can the .

constrained molecule perform an angular jump of order & = o1, geveral

12,13, yging

attempts have been made to test the DE theory experimentally
light-scattering to study the rotaticnal dynamics of 16ﬁ§;'rod-like
viruses. There are however some discrepancies between theory and experi-—
ment, and it is not_qbvious at present whether”these_discrepancies_arez
due to deficiencies of the DE theory or to thg_fact that real viruses are
actually not completely rigid, nér infinitely thin. MD simulations on a.
hard~line system should provide a more direct test of the DE thecry. It
should be noted, however, that the DE theory was derived for rods per=~

forming Brownian moticn in a viscous fluid. For smooth, hard-lines, eg.4

has toc be modified slightlyg, and reads:
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~ * 2 . e
Dr 1/0 o (4a}

(The original eg.4 should hold for rough hard lines). The high~density

behaviour of D, can be predicted by extending the scaling argumerits used

I
by Doi and Edwards. One arrives at a remarkable prediction, namely that

Dy should diverge at high densitlies:
Lim"' Dﬁ mopF L2 e D T gy
D* <> m

The reason for this Lnexpected behaviour is that, ‘during a c¢déllision,
only forces perpendicular to the molecular axis dct on a smooth hard—- '
line. As a simple approximation for the 'rate of change of the correla-
tion function of the longitudinal velocity, Cy{t) =<v (0}v (t)>, ve may

write:
.ncﬂ(t) 5';'Y(Sih26(t}> Ch(t}"'f' T e ___:~_R(6)

where the "friction constant" Y i proportional to the collision fre= -

quency, CH (t) ~ exp(=~ Y<w2> t3/3), where <w? is the mean square

rotation frequency of the rods. In the rotational diffusion regime

(Il < £ << Dr-ly, ¢, {(t) decays as exp(- 2YDrt2}, and for t >> Dr'l,

I
it should decay as exp(- 2/3 Yt). At high densities the correlation
function should become predominantly Gaussian, and hence

Dy 1P

= (w7270 ) }/2 ~ p*1/2 (eq.5). tnlike D, D, should decrsase with
increasing'p*, but somewhat faster than predicted by eg.1: - o

p*wf v E“_-‘"‘_k*?g) / T

No amleug“behévidﬁr'is*préaicted*fbr”fJ}”thiS}'iﬁ”itéélf; has intérest-

ing consequences because combination of eqns.2 and 4 yields:
liw * t. D -1 . p* . . : - - : S Co R :(é}

D+NJr

which implies that the Hubbard relatibn:(rj/or.=“constant)1q'féils at
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high p*.

The algorithm to solve the equations of motion: for the hard-line -
fluid is rather different from most: conventional MD:procedures. To find.
the time tc at which two moving, rotating lines (i and j) are due to

collide, the program searches for the roots of the following squation:
N I N S

F(E). 2 70, (£) o1, (B)SA B, (£) =70 0% 0 i e gy
17 L ] o .

Here ;ij-iS'thé distance'bétwéeﬁ-the’CGhtres'of mags of rods i and j;0. - -
Ei(ﬁj) is the orientation vector along the molecular axis. A nceéssary
{but not sufficient): condition for a collision-is:-F(tC} = 0, which -
implies that ;i:i':i and Ej arg all in one plane. next, one has to teést
whether the coplanar:lines do-actually intersect.. If not, the program
searches for. the next zero of F(t) and repéats the'tESt.W'We-took'greaf*
care to ensure that no roots of F(t);'énd'henceuno collisidﬁs,.wére'overé
looked. 1In practice, the routine that searches for the next collision is
written in such a way that the number of computations of F({t} (which are
rather time-consuming) is kept to a minimum. More details about the pro-
gram are given in ref.9, The c¢ollision dynamics is completely determin-
ed by the condition that energy, angular momentum and liner momentum are
conserved, plus the assumption that the impulsive force between two col-
liding lines.tggj) is perpendicular to both lines {the condition of .
"smoothness”"). This latter condition guarantees: that smooth hard-lines:
obey the ideal gas—-law; the virial vanishes identically, because

> =~

fij'rij = 0.

Several tasts were performed to check whethar the program was func—
tioning properly., It was found that energy and momentum- were conserved
to better than 1 in 1010, the. average rotational and translational temp-~
eratures were equal (within the noise), the dynamics was reversible for
at least 1000 collisions and, most importantly, the density dependence of
the collision frequency was found to obey eq.3., Computing time was: long,
but not excessive: on a CYBER 170~750 computer, 20,000 collisions in a
500 particle system {with periodic boundary conditions), at a density of

*

P =~ 16, took about 2800 CPU seconds. In a conventional MD simulation, a

production run is preceded by an equilibration run. In hard-line simula-

25



63 7ABU

tions, the equilibration step can be eliminated, provided that the
initial molecular positions and crientations are carefully randemized,
while the initial velocities and angular. momenta are distributed .

according to the. Maxwell-Beltzmann law.. . = . ..

Rans were done on.a?100-pdrticle'systemtat densities;pf =f1¢.2;*4f=6

"* = 16, 24, 32 and 48. Compared

and 8, and on a 500-particle gystem for
to typical runs on a hard-sphere system, the rumns were quite short..
(20,000 collisiong). Consequently, we could only stﬁdy single particle
properties; the estimated noise in the computed correlation functions is
1=2%. (ACP's) of the molecular centre of mass_velocity.(ﬁ(r).3{t+r)}z.
{decomposed into components. parallel and.perpendicular-to:the'molecuiar;
orientation at time T) were -computed, as well as the ACF'# of the
molecular-angﬁlar-momentum_(Cd{t);E_<§(D).E(t}glfs;In;addiﬁionﬁ'werezq~
computed the orientational correlation functionsf<P1(3(0};ﬁ(t))> = cy(t)
and <Pz(:{0).§(t))> = Cp(t)., were g(t).is the melecular. oriéntation-at. -
time £ and P} (Pz) the 1st (2nd). Legendre polynomial. . All correlations.

wre studied out to 25 ceollision times. .

At low denszities (0" « 8), the velocity and angular momentum ACF's
decay exponentially with a slope that agrees well with the Enskog predic-
ticns. At these densities, the orientational correlation functions Cj{t)
and Cp({t} closely follow the behaviour predicted by the J-diffusion model
{with a "collision frequency" equal to_1/TJEn5k°g)Lq'16(9. At high. den=-
sities, all correlation functions: show marked deviations from. the Enskog:
(c.q. J~diffusion) predictions. With increasing density, the decay of
C.,t) and <v . R

J{ 1
both ACF's develop a negative minimum after: about 5 collision times.

(O)Vl {t)> becomes faster than exponential, and for b* > 30
Ci{t) and Cao(t) decay exponentially at high_p*; from the slopes of these
exponential correlation functions we determined the effective rotational

diffusion censtant Dr,_usinq the: relation:

— fn C,{t) = ~ £(£+1}Dg SR = 120 S (10)

Fig.1 shows a plot of Drf;.vs. p*zs Clearly, at densities p* > 8, the

(modified) Doi-Bdwards prediction (eg.4a) is in good agreement with the
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observed density dependence of Dr. Fig.2 shows the time dependence of
log <v” (O}v|I

First of all, the initial slope of log(C” N t)) {out toe -~ 2 collision

(t)> (= log(C” {t)}), Several points should be noted.

times) is very flat; in fact, it follows the predicted't3-dependence.
One shoula also note the dramatic_positive departures from the Enskog
predictions}.foi.p*=>'24,'v” ﬁéréisﬁfmuCH-lbnge: than 25 collision times.
The criteria formulated below Eq.6=pre&ict-predominantly Gaussian behav-
iour of C“:(t) for_I‘f‘l <<t << Drl' For densities p* = 32 and 48,

Dr"1 > 25 collision times. At these densities one might therefore hope
to observe Gaussian decay of C” (t) in fig.2. Inspecticn of fig.2
suggests that the decay of C” (t) is, in fact, simply exponential. But
when log(cH (t)) is plotted vs. tz, it i1s found that the high density
data fit equally well to a Gaussian. On basis of the present results we
are unable te eliminate either possibility. The diffusion coefficients
D and D, were obtained from the integrals of the transverse and longi-

L fi
tudinal velocity ACP's. In order to perform the. integrals of C, (t}, foxr

i

p > 24, we had to extrapolate C| {t}) for times longer than- 25 collision

!
times. Both Gaussian and exponential extrapolations were used, It is
seen in fig.3 that, irrespective of the nature of the extrapolation, D”
increases with increasing 0* for p* > 24. The corresponding Enskog pre-
dictions are shown for the sake of comparison. The results ghown in .
diverges as p". + = ©On basis of the

I
present data we are, however, unable to confirm or reject the 9*1/2-

fig.3 strongly suggest that D

dependence predicted by eq.5. Table I contains a summary of the trans-
port properties obtained from the MD simulations. Tabulated are: the

collisicn frequency (I'), the diffusion congtants D, and D the. decay

1 L
time of CJ(t) (TJ} and the orientational c¢orrelation times T} and Tj.
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Table I: Density dependence of computed collision frequency (T),
- longitudinal and transverse diffusicon constants (D, and D
. and. the decay times of the ceorrelation functions of angular -
-:momentum:(rd}r Ci{t) {(T1)and Co{t) {T2). -
o I Dy Dy - T T -
1 oo 1024 - 2459 - 2,30 ©1.69 - 0.12. . 0.49"
2 2444 .. 1.37 - 1,05 -+ 0.93 L0214 . 0.30°
4- 4.89. 0.82 Q.51 0.44 - 0.21 .
6 Te24d.- 0.60 . 0.36 0.31 0.25 -
3 . 9.99: . 0.53 .. 0.25 . 0.20 - 0,30 0. 12
16 19480 . 0.50 . 0.11 0.088 . 0.51 0s23 ¢ -
L2400 30620 0e49 0.0737: - 0,058 - - 0.737- 036
32 . 40.0.- -: 0.50 0,049 : 0.039 .  0.93
a8 61.5 . . 0,76 0.021 0.021:" 1.54° - 0.56
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Figure Captions

Fig. 1

Fig. 2

Figoa

Inverse rotaticnal diffusion constant (Dr'l) vs. the square of the
reduced density (p*z). Dr was obtailned using eq.?.on cift) (Q)
and on Cp(t) (*)., The dashed line is a best fit to the high

density points.

Log Cy (%) vs. t. t is expressed in mean collision times.
(*Y:p" = 1, (®):p" =8, (V:p* = 16, (¥):p* = 24, (0):p" = 32,
(4):0™ = 48.

Dy (®),; Dl'(l) and Tr D”#;(2ﬁi_+'b“ )/3 (*) vs. reduced density.
For D* = 32 and 48,'2'§élgeé.f0r D”.are showﬁ; the lower value is
based on a Gaussian extrapolation, the higher one on an
exponential extrapdlation {see text)}. The solid curve is the

Enskog predictién {eg.1).
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MORE ON NEIGHBOURHOOQOD TAELES

David Adams

Like everybody else, so it seems, I have used ‘coordinates scaled .
from ~1 to +1 in the periodic cell. This is not neceSééry in order to
use the INT or AINT functicons for the calculation of fhe nearest imagé,
and I find it more convenient now to use coordinates from -1/2 to +1/2 =0
that the cell volume is one. Then the nearest image transformation

becomes:

DX
DK

X{I} -~ X{J)°
DX ~ AINT(DX + DX)

on the CRAY. On other machines tHe DX + DX may be written as 2.0 * DX

equally well b,

In the calculation of a neaighbourhood table only the distance to the
nearest image is needed and there is a more elaborate but considerably
faster method for that. It will work for any cell length, but the -1 to

+1 version goes as follows:

In the outer loop:
XTI = X(I)
IF(XI.GT.0.0) XI = XI ~ 2.0
XI = XT + 1.0

and similarly for ¥ and Z.

In the inner leoop:

[R2 = ((1.0 =~ ABS(X(J) = XI))**2+
1} ({1.0 ~ ABS(Y(J) —~ YIJ)*#2+
21 ({1.0 =~ ABS(Z(J) =~ ZTI))}**2

where R2 is the square of the smallest distance between particles I and
J. Should the coordinates used go from 0 to 1 then the code is slightly
different:
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In the outer loop:
XI = XTI + 0.5
TF(XI.GT.7.0) XI = XI = 1.0

dnd similarly for ¥ and 2

In the inner 100p _ . _ S o
R2 = (0.5 ~ ABS(X(I) — A))¥*2 + (0.5 = ABRS(Y(I) = B))**2
1 4+ (0.5 = RBS(Z(I) = c))yx*2’

Obvicusly the method can be very useful in.Mjhte Carlo alse. T have
found that for hard sphere potential Monte Carlo on the 7600 it is

roughly twice as fast as any other method.

David Heyes in his article suggested Verletféhﬁéiﬂad3 6f.Céiéﬁiéffﬁg
the neighbourhcod tables very tenth step. For the cautious there is a
safer method whlch has been around for a iong tlme but has only recently
appeared in print1 When the neiqhbourhood table is constructed a copy
is kept of the partlcle coordinates at that time. 'ThenIAE“every step the
dlsplacement of every partlcle is checked._ “when any one has moved more
than 1/2(r2—r ), where re is the cut off radiug and 2 the max1mum
d_Lstance at which a palr of partlcles goes into the nelghbourhood table,
then the table is reconstructed. There is a sllght variation of this
which makes the reconstructlon sl:ghtly léss frequent. The tuio largest
displacements are found instead of just the largest.' Oﬁl? when the sum

of these two is greater than rg-—rc ‘does the table need:réﬁalcﬁiétiﬁq.

! D. Fincham and:é.d{.ﬁélsﬁdﬁ}.Coﬁp;.ﬁhYQ}:ééﬁﬁ; gg; 127 (1981).
2 D.M. Heyes, CCP5 Newsletter 2 (1981).
3 L. verlet, Phys. Rev. 159, 98 (1967).
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AN EFFICIENT ALGORITHM FOR CCWNSTRAINT DYNAMICS

M.K, Memon, R.W. Hockney and S.X. Mitra

In constraint dynamics one solves the Newton equatlcns of motion of
the partlcles along with the holonomlc constralnts on a glven set of

particles. The holonomic constralnts are generally of the form

- >
(r, - r)%-4a _%2=09¢ (1)
i j i3 T L
where ri and rj are the positions of particle i1 and j of the given set
and dij is the preassigned beond length betweeri these partieles ' .

constituting the molecule.
The numerical technique used in constraint dynamics is:

1. 'HFlrst to solve the unconstralned Newton equatlons u51ng some con-.”
| venient algorlthm, e.g. Verlet or leapfqu and thexeby obtaln the
'unconstralned pOSltlonS from the lnltlal constralned EDSltlonS, .
2 Then to use these unconstralned p031tlons in eq (1} to flnd con—.“.
' stralned pos;tlons, the dlfference in unconstralned and constralned
pOSlthHS are used to calculate the veloc1t1es of the constralned .
Hpartlcles from the unconstralned velOCLtles. The detalls of the
.numerlcal procedure is glven in reE.1 and 2,
Basically, if the unconstrained positions are ;; and ;; and the

corresponding constrained positions are ?i and 25 such that

>! > >
r. = r, + 8r,
i i i
-t > >
and r, = r, + Or,
] ] ]

then one has to solve

! +* 1 *>
- 6 - - 2 - 2 = =
(fri ri) (rj 6rj)) dij Sy 0 (2)
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In fact there will be a set of simultanecus equations of the above type,

each constraining a pair of particles in the meolecule.

An approximate solution of these equations can be obtaineéd by using
an iterative method of root finding (¥Wewton iteration). It is well known
that the convergence of such an iterative method depends very much on the

curvature of hyper-surface given by ean.{(2).

Bnother form of holonomic¢ c¢onstraint which c¢an lead to a faster

convergence than egn.(1) is

> +
r, - r.| - 4,, =20 (3)
1 3 1]
The simultaneous equations corresponding to egn.(2), for this constraint
are
TES f - 8] ~d.. =c =0 4
X, ri) (rj rj) "G4y T cp = {(4)

Faster convergence in this case is possible because the hypersurface

given by eqn.(4) is much flatter than the former.

In fact in the iterative calculaticon of eqn.(4) one need not calcul-
ate the first derivative of ck at each and every iteraticn. Considerable
computational time can be saved by using the initial value of this
derivative calculated at the beginning of the iteration for negligibly

small sacrifice of convergence.

These constraints (egn.{2) and egn.(4)) are used to simulate a
system of water molecules (2HT and 0%) at very high temperature.
Typically first methed (egn.(2}) requires 10 iterations as compared to
5 iterations by second methed (egn.(4)) to achieve 10”78 accuracy in the

position.
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